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SORTING ALGORITHMS AND COMPARISON OF THEIR
EFFECTIVENESS

Abstract. The present work is dedicated to the methods of sorting data and analysis of their complexity. There
are several reasons for analysis of algorithms. One of them is necessity to evaluate the boundary values for the
amount of memory or time required by some algorithm for successful data processing. The sorting process can
implemented by various algorithms. The choice of algorithm depends on the structure of the data being processed. In
practice two classes of sorting are used: external and internal. If the amount of input data fits within the range of
available internal RAM they say about the algorithms for internal sorting. But if the input data are stored in files, i.e.
external memory, they say about external sorting.

This work demonstrates the fundamental algorithms of internal soritng with quadratic time and quick
algorithms with O(n*logn) complexity. Quick sorting algorithms such as merge sorting and Hoare*s quicksort
algorithms are given. Also simpler methods of internal sorting such as exchange sort, Shell“s method, insertion and
selection algorithms are discussed as well. The article describes the idea behind these methods, agorithms on which
they are based, complexity of these algorithms and provides concrete examples of programs.

Keywords: array, data, sorting, ordering, exchange sorting, insertion, selection, merge, quicksort, algorithm
complexity.

Introduction.Regardless of whether you are a student or a professional programmer and in which
sphere of activity you work it is neccessary for you to obtain a knowledge of algorithms and data
structures. They are crucial building blocks for solving problems.

The concept of an algorithm is not something completely new to us as we meet them on every step in
our everyday live. This can be an algorithm for computing a mathematical function, an algorithm of a
technological process, an algorithm of designing a computer or some engineering construction, etc.

In all areas of its activities, in particular, in the field ofinformation processing, a person is faced with
various methods of solving problems. They determine theorder of actions to obtain the desired result - we
can interpret this as the initial or intuitive definition of thealgorithm.

An algorithm is a finite prescription given in a language, defining a finite sequence of executable
elementary operations for solving a problem, common to a class of possible input data [1].

The main algorithms of processing data structures are sorting and search algorithms.

Sorting is one of the most important procedures for processing structured data. Sorting is the process
of rearrangement of a given sequence of objects in some predefined order [2]. A certain order, e.g.
increasing or decreasing in alphabetic order, in the sequence of objects is necessary for convenience of
using this sequence.

It is much easier to work with ordered objects than with those arranged randomly. It becomes much
simpler to search for an existing element or delete or insert a new one.

The goal of sorting is to facilitate the search for the next element in a pre-sorted sequence.

The process of sorting data can be implemented by various algorithms. The choice of algorithm
depends on the structure of input data. There are two classes of sorting — sorting of arrays and sorting of
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files[3,PP 43].These classes are also called internal and external respectively. If the amount of input data
allows to use internal RAM then we say about algorithms of internal sorting. If the data are stored in
extrenal memory, that is files, we say about external sorting. This work puts emphasis on fundamental
algorithms of internal sorting. A great diversity of sorting algorithms leads to the necessity of their
analysis to achieve their maximum efficiency.

Methods. To solve this problem, we used method of comparative analysis, methods of theoretical and
research and also methods of the analysis of data.

Results.Before continuing it is necessary to introduce some terms and definitions.

Let us consider the sequence of n elements: a;a,, ..., a,. Each record a/has a key k; which manages
the sorting process. The goal of sorting is to rearrange these elements in such a way that all keys are in a
non-decreasing order:

ki<k:<..<k,

A sorting algorithm is called stable if during the sorting process the relative order of the elements
with equals keys do not change[3, PP 45].

The most important characteristic of a sorting algorithm is speed of its work which is determined by
functional relation between average time of sorting the sequences of data elements with predefined length
and the length itself. The sorting time is proportional to the number of comparison and reshuftling of data
elements in the process of their sorting.

To evaluate the quality of algorithm it is necessary to define the term complexity (or effectiveness) of
algorithm. The more time and the memory amount it takes to implement the algorithm the greater is its
complexity and effectivenss[4]. The algorithm complexity are divided into capacity and time
complexities. The time capacity is determined by the time taken by the implementation of algorithm.
Capacity complexity is criterium indicating the memory overload for implementation of algorithm.

Solid algorithms of internal sorting require the number of comparisons to be equal to n*logn
order.The following quick algorithms can serve as examples of such solid algorithms:

e merge sorting;

e partition sorting.

We will start the analysis with direct methods which are called simple ordering methods with time
complexity of n’ orderThis group of algorithms is presented by the following simple algorithm of pair
sorting:

e selectionsorting;

e exchangesorting;

e insertion sorting.

Though these algorithms are relatively slow, nevertheless they are convenient for use in describing
the characteristic features of main principles of the majority of sorting methods.

Let us start discussing the quadratic time sorting with the exchange sort algorithms. Here the sorting
is based on comparison of two elements. If the order of elements does not fit the required regularity then
their exchange takes place. The process repeats until all the elements are arranged.Implementation of this
algorithm in C++:

#include <iostream>

using namespace std;

int mainQ)

o q

int *arr;

int size;

cout<<* Enter the number of elements iIn the array n =7;
cin>> size;

arr = new iInt[size];

for (intl = 0; I< size; i++) {
cout<<arr[“<<I<<*] = *;
cin>>arr[i];

— 100 ——



ISSN 1991-346X 2.2019

¥

int temp;

for (intl = 0; I< size — 1; i1++) {

for (int j = 0; j < size —1-1; j++) {
it (arr[j] >arrj + 1]) {

temp = arr[j];

arr[j] = arr[j + 1];

arr[j + 1] = temp;

}
}
}
for (intl = 0; I< size; i++) {

cout<<arr[i] <<**;

ks
cout<<endl;
delete [] arr;
return O;

}

Bubble sort is a specific case of exchange sort. Its idea is reflected by its name. The heaviest
elements go to the top of the sequence, while the lightest are placed at the bottom. The sequence ofn data
elements is compared from the very beginning to the very end so that adjacent elements are swapped if
the first of them is lesser (or lighter) than the second. After the comparison ends the lightest element is
dragged to the bottom of the sequence [5,6].

The next algorithm with quadratic time is the selection sort. The idea of the method is that in the
beginning the smallest element is selected and separated from others. Then it changes places with the very
first elements. After that this operation is repeated with the remainingn-/ elements.The whole process is
repeated until all elements are put in their appropriate places.Its algorithmlooks as follows:

#include <iostream>
using namespace std;
int mainQ)

{
int *arr;
int size;
inttemp;
intj;
cout<<* Enter the number of elements iIn the array n =7;
cin>> size;
arr = new int[size];
for (intl = 0; I< size; i++) {
cout<<“arr[“<<I<<*] = “;
cin>>arr[i];

ks
for (inti=0; i<size-1;i++)
{
int min=arr[i];
intprs=1;
for (J=i+l; j<size; j++)
it (arr[j]<min)

{

min= arr[j];
prs=j;
temp=arr|[i];
arr[i]=arr[prs];

— 101 =——
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arr[prs]=temp;

}

}

for (intl = 0; I< size; i++) {
cout<<arr[i] <<**;

}

return O;

}

The insertion sort selects sequentially each element from unordered sequence of elements, compares
it to a pre-ordered element and then places it in an appropriate place.
The algorithm of this method is as follows:

- at the first stage two initial elements are compared. If the next element is lesser than the first then
we swap their places, i.e. the next element is moved to the place of the previous element and this previous
element is shifted to the next position to the right;

- at the second stage we select an element from unordered sequence and compare it to the two
previously ordered elements. If is greater than these previous elements then it retains its place. Else if it is
lesser then it is shifted to the appropriate place;

- all remaining elements are analysed the similar way until the whole sequence is ordered.
The code of this method is as follows:

#include <iostream>
using namespace std;
int main(Q)
{
int *arr;
int size;
int temp;
intl;
int j;
cout<<“Enter the number of elements in the array n =7;
cin>> size;
arr = new int[size];
for (1 = 0; I< size; i++) {
cout<<“arr[“<<I<<“] = “;
cin>>arr[i];
ks
for (i=1l; i<size;i++)
{
for ( j=i-1; j>=0;j--)
it (arr[j]=arr[j+1]) {
temp=arr|[j];
arr[jl=arr[j+1];
arr[j+1]=temp;
}
}
for (1 = 0; I< size; i++) {
cout<<arr[i] <<**;

}

return O;

}

— 102 ——
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3 2 5 6 23 |4 17 |7 1 9

2 3 5 6 23 | 4 17 |7 1 9

2 3 5 6 23 | 4 17 |7 1 9

2 3 5) 6 23 |4 17 |7 1 9

2 3 5) 6 23

2 3 4 5 6 23 (17 |7 1 9

2 3 4 5) 6 17 | 23

2 3 4 5) 6 7 17 | 23

1 2 3 4 5 6 7 17 | 23

1 2 3 4 5 6 7 9 17 | 23

The method of direct insertion was improved by D.Shell. The Shell“s method does not compare
neighbouring elements. Instead it compares elements located at the distance, where d — is number of
steps between compared elements. If the sequence consists of # elements the initial value of d=/n/2]. After
each comparison the d is decreased double times. At the last comparison it is increased to d=1. In the end
such method outputs an ordered sequence. Its implementation looks as follows:

#include <iostream>
using namespace std;
int mainQ)
{
int *arr;
intsize,d;
int temp;
intl;
int j;
cout<<“Enter the number of elements in the array n ="’;
cin>> size;
arr = new int[size];
for (1 = 0; I< size; i++) {
cout<<“arr[“<<I<<“] = “;
cin>>arr[i];
}
{
d=size;
d=d/2;
while (d>0)
{
for (1=0; i<size-d; i1++)
{
J
w
{
temp=arr[j];
arr[j]=arr[j+d];
arr[j+d]=temp;

:l;
hile (J>=0 &arr[jl>arr[j+d])

i
3
X
d=d/2;
}

— 103 =——
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for (1=0; i<size ; i1++)
cout<<arr[i]<<*;

}

}

The average time of the algorithm®s complexity depends on length of intervals — d which contain
the sorted elements of source array of capacity N on each step of algorithm.

Now let us cover the quicksort algorithms. One version of the quicksort algorithms is merge sort. It
works the following way:

- the sequence is divided to two equal parts;

- each part is sorted separately;

- separately sorted parts of the source sequence are merged.

Now let us provide the program implementation of this algorithm:

#include <iostream>
using namespace std;
intarr[100];

int size;
void merge(int I, int r) {
if(r=10D return;

if(r-1=1) {
if (arr[r] <arr[I])
swap(arr[r], arr[1]);return;

intm=(r +1) 7/ 2;
merge(l, m);
merge(m + 1, r);
intbuf[100];
int x1I = 1I;
intxr = m +
int cur = 0;
while (r — 1 + 1 1= cur) {
if xI >m
buf[cur++] = arr[xr++];
else if (xr>r)
buf[cur++] = arr[xl++];
else 1Tt (arr[xl] >arr[xr])
buf[cur++] = arr[xr++];
elsebuf[cur++] = arr[xl++];
¥
for (intl = 0; I< cur; 1++)
arr[1 + 1] = buf[i];
bs
int main(Q {
cout<<“Enter the number of elements in the array n =7;cin>> size;
for (intl = 0; I< size; i++)
cin>>arr[i];
merge(0, size — 1);
for (intl = 0; I< size; 1++)
cout<<arr[i] <<**;
return O;

}

1;

— 104 ——
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The next algorithm was invented by T.Hoare. In practice it is generally considered to be on of the
most effective quicksort algorithms. This algorithm is known as quicksort algorithm and its complexity
equals O(n*logn). The quicksort algorithm belongs to the group of divide-and-conquer algorithms.

The essense of this algorithm is as follows. A key element is selected and fixed. With respect to this
element all other elements with larger weight are shifted right and the element with lesser weight are
shifted left. Also with respect to the selected key the whole sequence is divided into two parts and for
each part the process is repeated. Let us provide the code of the quicksort algorithm where the role of the
key element is played by the central element of the sorted sequence:

#include <iostream>

using namespace std;

int first, last;

// sort function

void sort(int* arr, int first, int last)
{

intl = first, j = last;

doubletmp, x = arr[(first + last) / 2];

do {
while (arr[i] < x)
i++;
While (arr[j] > )
J--:
if (I<= j)

{
if (1< j)

{

tmp=arr[i];
arr[i]=arr[j];
arr[j]=tmp;

) }

i++
j--

} while (I<= j);

it (I< last)

sort(arr, I, last);

if (first < j)

sort(arr, first,j);

bs

//main function

int main(Q)

i

intsize;

cout<<“Enter the number of elements in the array n =7; cin>> size;
int *arr=new int[size];
for (inti=0; i<size; i++)
{

cout<<“arr[“<<I<<*] = “;
cin>>arr[i];

}

e w1 w

— 105 =——
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First=0; last=size-1;
sort (arr, first, last);
for (Inti=0; i<size; i++)
cout<<arr[i]<<*;

}

The merge sort algorithm based on division of the source sequence into separate parts was pretty
simple, while the process of merging the sorted parts was much more complicated. On the contrary, in the
partition sort algorithm the most complicated part was dividng array into parts, while the process of
mergin these parts was much simpler.

Conclusions.Finishing our review and anlysis of sorting methods we attempted to compare their
effectiveness.In our opinion the essence of each method is to provide effective means for rearranging
given sequence in increasing or decreasing order.It is safe to say that algorithms with quadratic time are
easier to understand and use while the quicksort algorithms are harder to undersand but at the same time
more efficient. We think that it is due to user itself to select the appropriate method for his specific case.

JILA. CmaryioBa, A.O. EnendeprenoBa, I'A. MypcakumoBa, A. Hyp6ekoBa
1. Xancyripos areiars! XKericy MemiiekeTTik yauBepcurerti, Tangsikopran, Kasakcran
CYPBIIITAY AJITOPUTMAEPI ’)KOHE OJIAPABIH TUIMAIJIIVIIKTEPIH CAJIBICTBIPY

AnHoTtanusi. By makana jgepextepii cypwinTay dicTepiHe jKOHE OJIap/blH OHIMIUINH TajjayFa apHalFaH.
Anroputmuepai TangayablH Oipkatap Masb3abl cebentepi Oap. OmapasiH Oipi — jaepekTepii eHuey YIIiH
QITOPUTMIe KakeT OoJaThiH Oarajiay, »aJbl KeJeMi YIIiH IIeKapaiap HeMece KYMBIC YaKbIThIH ally Ka)KeTTUIIri
Oonbin TaObutabl. JlepexTepii cypwinTay MpoLEci TYpJi ajJropuTMAEp apKbUIbl JKY3ere achIpbUlybl MYMKiH.
AnropuTMIi TaHIAY OHICNETIH NEPEeKTep KYPBUIBIMBbIHA TOyeiai Oojambl. Ic JKy3iHIE €Ki CYphINTAy KIIachl
KOJITaHBUTAIbI: 1IIIK1 YKOHE CHIPTKBI. Erep Kipic AepeKTepiHiH KeeMi xKee, 11K )KapIMeH MCKTEeJICTIH 001ca, OHIa
IIKI CYPBINTAY aarOpUTMAEPI Typaibl, aj erep JAepeKTep (aiigapaa OpHaIACTHIPbLICA, SIFHH, CBIPTKBI KaIblaa,
OHJIa CBIPTKBI CYPBINTAY TYpPaJIbl AUTHIIAIBL.

Byt sxymeicTa 013 1IIKi CypBINTayIbIH HETI3ri: KYpIeNuliri KBaJgpaTThIK YyakbITKa TeH xoHe O (n * log n)
KYpIENiTiKe TeH JKbUIAAM CYPBINTAY aITOPHTMI JEI aTalaThlH adrOpUTMICPIi KapacThipaMbl3. CyphINTayIbIH
JKBIIIaM alNropUTMIepi: OipiKTipy apKBUIBI CYPHINTAay, X0apa >KbBUIIaM CYPBINTAyhl KOHE HErYpIbIM KapamaibiM
IMKi CYpBINITAY OIiCTepi: alIMacThpy KOMETIMEH, TiKeleW KipicTipy apKeuibl cypeinTay, Lllemr omici, TaHmay
ITOPUTMICPIHIH JKYMBICTAphl KeaTipimeni. Makanaga Oyl OmICTEpPAiH HETI3rl HICSIChl MEH MOHICI, YKYMBIC
AJITOPUTMI, aITOPUTMICPIIH KYPIACILIIri ecKepiiei, OaraapiaManap MbICaIIapbl KEATIpiae .

Tyilin ce3nep: MaccuB, NEpeKTep, CYpHINTAy, PETTLTIK, aIMacThIPY, KOO, OIpIKTIpy apKbUIBl CYPHIITAY,
KBUIAM CYPBINTAY, aITOPUTMHIH KYPAELIIri.

JI.A. CmaryJioBa, A.Y. Enentéeprenona, I'A. Mypcakumona, A.HypOekoBa
XKerbicyckuii rocynaperBennslil yausepeuteT uM. M. XKancyryposa, Tanasikopran, Kazaxcran
AJITOPUTMBI COPTUPOBKHU U CPABHEHUE UX DOPEKTUBHOCTHU

AuHoTaumsi. JlaHHas cTaThst IIOCBAIICHA METOAAM COPTHPOBKHM JAaHHBIX M HMX aHAJIH3a TPYILOEMKOCTH.
CymiecTByeT psil BAXKHBIX MPUYUH Ul aHAINM3a AIropuTMoB. OZHON U3 HUX SBIISETCS HEOOXOANMOCTD IIOJIYy4YEHHS
OLICHOK WJIM TPaHull Juis o0beMa MaMsTH MJIM BPEMHH paboThl, KOTOPOE MOTPeOyeTcst ajJropuTMy JUisl YCHEUIHOM
00paboTku JaHHBIX. [Iporiecc COPTUPOBKH TAHHBIX MOXKET OBITh OCYIIECTBJICH Pa3IMuHBIMU ajJroputMaMu. Beioop
QITOPUTMa 3aBUCHUT OT CTPYKTYpbI 00padaThiBaeMbIX AaHHBIX. Ha mpakTuke npuMeHsieTcs ABa Kilacca COPTUPOBKH:
BHYTpeHHEH u BHemHeld. Ecim 00beM BXOIHBIX JaHHBIX IO3BOJISIET OOXOAWTHCS OINEpPATUBHOM, BHYTpEHHEH
NaMAThIO, TO TOBOPST 00 ajlropuTMax BHYTPEHHEH COPTHUPOBKH, a €CIIM JaHHBIE pa3MeIlaloTcs B (aiiibl, T.e.
BHEIIHEH IaMsITH, TO PeYb HJIET O BHEUIHEH COPTUPOBKE.

B nanHO# paboTe MBI IPOJEMOHCTPUPYEM OCHOBHBIC aJITOPUTMbI BHYTPEHHEH COPTHPOBKH: C KBaIPAaTUYHBIM
BPEMEHEM H QJITOPUTMBI COPTHPOBKH KOTOpPBIC HA3bIBAIOTCSA OBICTPHIMH W HMMEIOT TpydoeMKocTb O(n*logn).
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[IpuBogsaTCcss OBICTPBIC aNTOPUTMBI COPTUPOBKH, TAaKHE KaK COPTHUPOBKA CIHMSHHUEM, OBICTpas COPTHpOBKa Xoapa.
Bomee mpocThie MeTOIBI BHYTPEHHEH COPTHUPOBKH, TaKWe KaK COPTHPOBKA C IOMOIIBI0 OOMEHa, C IMOMOIIBIO
npsiMoro BKiMtoueHms, Meton lllemra, anroputmel BeIOOpa. B craThe paccMaTpuBaeTcs uaes U CyTh STHX METOJOB,
AITOPUTM PAOOTHI, TPYJO0EMKOCTb 3TUX aITOPUTMOB, TPUBOAITCS IPUMEPHI TIPOTPAMM.

KiroueBble cj10Ba: MaccuB, JaHHBIE, COPTHPOBKA, YIMOPAIOYMBAHNE, COPTHPOBKA OOMEHa, BCTaBKa, BHIOOD,
clusHuE, OBICTPasi COPTUPOBKA, TPYAOEMKOCTh allTOPUTMA.
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