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NEW RESULTS FOR THE P-'>’C RADIATIVE
CAPTURE AT LOW ENERGIES

Abstract. New measurements of the differential cross sections of the *C(p,y)'"*N radiative capture reaction at
the angle 0° for the transition to the ground state in '*N have been made at the energies of incident protons from 1088
to 1390 keV (uncertainties of about 12%). Based on the obtained differential cross sections and on the assumption
that the angular distributions are isotropic in this energy region, the '"?C(p,y)"’N reaction astrophysical S-factors have
been determined for the transition to the ground state in N with an uncertainties of about 16%. Within the limits of
uncertainties, our experimental results are consistent with the previous data. Analysis of the *C(p,y)"’N reaction
astrophysical S-factor at low energies has been carried out within the modified R-matrix approach by using
previously measured asymptotic normalization coefficient of the overlap integral of the wave functions of '*C and
N nuclei bound states to minimize the uncertainties due to calculation of the direct capture part of the C(p,y)"N
reaction astrophysical S-factor at extremely low energies. For the energies of 0.25 and 50 keV in center of mass
frame the calculated values of the '*C(p,y)"’N reaction S-factors for the transition to the ground state in "*N are
presented. In the temperature range from 0 to 10'° K the rates of the 'C(p,y)"*N fusion reaction have been obtained.
The results of our calculations are compared with the experimental and calculated results of previous works.

Keywords: differential cross sections, total cross sections, astrophysical S-factor, asymptotic normalization
coefficient, reaction rates.

Introduction

It is well known that, in addition to the hydrogen pp chain, in stars more massive than the Sun,
hydrogen can burn in the reactions of the carbon-nitrogen cycle (CNO cycle) [1]. The sequence of the
cold CNO cycle consists of the following reactions: “C(p,y)"N(—"C+ ¢"+v.) "C(p,7) "N(p,y)"O(—"N+
¢"+ve) "N(p,a)"*C. In this sequence, four protons are transformed into a particle (4 p — ) and as a result
the energy of 26.73 MeV is released. Approximately 1.7 MeV of this energy is carried away by the
neutrinos. As calculations show, the rate of energy release in the CNO cycle with increasing temperature
(T ~ 10" K) increases much faster than the rate of energy release in the pp-chain.

The "C(p,y)"N reaction is the first reaction of the hydrogen-burning CNO cycle and plays an
important role as a source of generation of both nuclear energy [1] and low-energy neutrinos [2-5] in
massive stars. In the low-energy region, the '*C(p,y)"°N radiative capture reaction with formation of *N
nucleus in the ground state mainly goes via both direct and resonant (E = 2.365 MeV, J"=1/2" and E" =
3.502 MeV, J* = 3/2") captures. Therefore, calculations of the *C(p,y)"°N reaction astrophysical S-factor,
which is based on the analysis of experimental data, should take into account the contributions of the
abovementioned two resonant and direct radiative captures, as well as their interference, in the energy
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region E;, < 2.5 MeV (c.m. here is the center of mass frame). Unfortunately, in the energy region
between these two resonances, the available experimental data have large uncertainties [1].

Therefore, in this region E; 1,5, = 1100- 1400 keV (lab. here is the laboratory frame), we have made
new experimental measurements of the astrophysical S-factor for the '*C(p,y)"°N radiative capture
reaction with an uncertainty of about 16%. The calculation of the astrophysical S-factor, including the
analysis of our new experimental data, has been made within the modified R-matrix method proposed
previously in [6-9].

Experimental method and results of the measurements

The experimental part of our work was done on the electrostatic tandem accelerator UKP-2-1 of the
Institute of Nuclear Physics ME RK in Almaty [10]. Protons were accelerated to energies E, 1., = 340-
1400 keV. Calibration of proton energies in the beam was made with uncertainties of = 1 keV according
to the ""F(p,ay)'°O and >’ Al(p,y)*Si reactions with many well-separated resonances in the region of Ep, 1ab.
=340-1400 keV [11, 12].

In our experiments, a specially made reaction chamber [6] with indium vacuum seals, a water-cooled
target holder, and a quartz glass for obtaining a luminous image of the beam shape in front of the target
were used. By an external handle, the quartz glass could be placed in front of the target for alignment. The
y-ray registration system was realized by using high-pure Germanium (HPGe) y-detector with a Ge-crystal
of volume of 111 ¢m’. To reduce the room and cosmic ray background the y-detector was surrounded by 6
cm thick lead shield. The resolution of the y-detector was about 5 keV at E, = 2200 - 3250 keV. The target
was produced by sputtering natural carbon onto a 2 mm thick Cu substrate (thickness ~ 2 mm, length = 30
mm, and width = 15 mm). The thickness of the carbon film sputtered onto the substrate was 110 + 8.8
pg/cm’. The detailed description of the reaction chamber, the target production technology, and the target
thickness determination method can be found in Refs. [6, 13, 14].

The absolute detector y-ray efficiency for E, = 2200 - 3250 keV was determined by using y-lines
(E, = 2034.92, 2598.58 and 3253.6 keV) of a calibrated *Co source, with y-lines intensities known to
better than 4.5% [15].

When measuring the absolute efficiency, the detector and the *°Co source were located precisely in
the geometry of the experiment. At the same time, the statistical uncertainty in determining the number of
counts for each y-line was no more than 2%, and the electronics dead time did not exceed 1%.

The experimental differential cross sections of radiative capture were obtained at the measurement
complex of INP [6], which allow to study the yields of the nuclear reactions on the extracted beams of the
cyclotrons of the institute at the low and ultra low energies for the astrophysical and thermonuclear
applications, see papers [6, 13, 14, 16].

During the measurements, y-detector was about 8 cm away from the beam spot on the target. The vy-
detector and *°Co source were located with an uncertainty of about 1 mm. The dependence of the y-ray
registration rate on the source-detector distance was determined using *°Co source. It was determined that
at a distance of 8 cm, a deviation of + 1 mm leads to a change in the y-ray registration rate by + 3%. Thus,
uncertainties in the source and detector positions, dead time, y-lines intensities, and counting statistics
lead to an overall uncertainty of 6% for the detector efficiency over the entire energy interval of registered
y-rays (i.e. from 2200 to 3250 keV).

The differential cross sections of the ?C(p,y)"*N reaction for the transition to the ground state were
determined at E;, 1, = 1100, 1150, 1250 and 1400 keV and at 0, 1., = 0°.

Beam currents ranged from 5 to 8 pA. The energy spread of the beam was determined by the width of
the front of the *’Al(p, y)*Si reaction yield curve near the resonance at E, ., = 992 keV (resonance width
< 0.1 keV) and did not exceed 1.5 keV. The accumulated charges on the target with an uncertainty of 3%
were 0.28, 1.26, 1.51 and 1.4 Coulomb for E, 1,5 = 1100, 1150, 1250 and 1400 keV, respectively. Dead-
time effects were kept below 1.5% at all beam energies.

Figure 1 shows the y-ray spectrum obtained at E; ., = 1100 keV and 0,5 = 0°. The energy
calibration of the spectrometer was determined using well-known y-lines of the **Co source and the room
background y-lines at 1461 keV (**K) and at 2614 keV (Th).

The number of counts in the spectral peak with preliminarily subtracted background (trapezium
shaped) divided by the calibrated integrator counter value was taken as the yield of the "*C(p,y)"*N capture
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reaction. Statistical uncertainties in the determination of the yields (including uncertainties introduced by
backgrounds subtracted) were about 15% for the measurement at E, 1,,, = 1100 keV and about 6% for the
measurements at all other energies.

During each measurement, we computed the number of registered y -rays of the transition to the
ground state in N (N,) over the integrator counter (N,) as the yield per proton. For each of the energies
presented in the work, the dependence of N, on N, represented a straight line within the current statistical
uncertainty of determining N,, which indicated the stability of the target and the stability of the beam
position on it during the whole exposure.

130 T T T T T T T T T T
120 transition to the ground state

110 | E  =1100 keV

p, lab.

100 _ lZC(p’Y)lgN 0, an. = 0° ]
90 Q=0.28Ch

8o | y
70 ]
ol 1
50 [ 1
20l |

counts

| 1 | 1 | 1 | 1 |
2800 2900 3000 3100 3200
E . - (kEV)

Figure 1 - y-ray spectrum of the '2C(p,y)"*N reaction for the radiative capture transition
to the ground state in >N as obtained at the laboratory proton energy of 1100 keV Oy, 1a6. = 0°) by our HPGe y-detector
of volume 111 ¢cm?, located 8 cm. from the reaction region

Since, in the region E, 1, = 1000-1400 keV the differential cross sections change only slightly with
energy, as can be seen, for example, from previous works [6, 17], the effective laboratory energies were
found using the expression E; = Ep 1ab — 0.5A10(Ey, 1a0), Where Ay, is the energy loss of protons in the
target.

Because the y-detector energy resolution and the proton beam energy spread are significantly less
than the energy losses of protons in the target, the upper part of the “C(p,y)"’N reaction y-line, for
example, shown in Figure 1, repeats the course of the "“C(p,y)"’N reaction yield curve in the
corresponding energy region (the spectrum in Figure 1 has too big statistical uncertainties), and the width
of this y-line is largely due to the target thickness. This circumstance allowed us to determine the target
thickness also by analyzing the '>C(p,y)"’N reaction y-lines shapes (i.e. as a second independent method)
and to confirm the value obtained by the first method within the uncertainties. Moreover, the second
method allowed us to check the uniformity of the target thickness for all the spectra obtained.

The differential cross sections of the *C(p,y)"°N reaction for radiative capture to the ground state of
PN at 0y, 10 = 0° were determined by using the relation

do N,

— (E,, o£,0°) =
CH}( p. eff. ) Np Neiz E(E'f, off.)

where N, is the number of counts observed for the capture transition, €(E, ) is the absolute detector -
ray efficiency, E,, er =E, lab.% + 1941 — 0.5 ﬁlab.CEp lab)> Np is the number of incident

protons, and ¥ 12 is the areal density of '*C atoms.
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As an additional test of the method for obtaining the absolute values of the differential cross sections,
we have measured the yields over the 12C(p,y)BN resonance at E, 1, = 457 keV (the differential cross
sections in this energy range are known, for example, from [6, 17] with uncertainties of no more than
10%). Due to the energy losses of protons in the target in this energy region match with the resonance
width (which is about 40 keV) the yields in the resonance region were determined by the relation

Ey, 1lab.
NV = Np Nez2
E

=
Q
=¥

(E) dE

L ‘
tri| [>

e exlt

CldLd

where Ep’ lap. is the proton energy at the target entrance (Ep pap, = 440, 450, 460, 470, 480 keV),

p, exit 18 the corresponding proton energy at the target exit, 20 (E , 0 } is the differential cross

section of the 2C(p,y)"*N reaction for the capture to the ground state of BN at 0y, 1ab. = 0° (the experimental
;—; f E} is the stopping power of protons in carbon (calculated by the
LISE++ program [18]). Such measurements were carried out before and after the main experiments, and
the calculated and measured yields matched within the uncertainties.

The differential cross sections obtained in present work are given in the second row of Table 1.
Assuming isotropy in the angular distributions of the '*C(p,y)"*N reaction in the energy region of incident
protons from 400 to 1390 keV (which is confirmed with uncertainties of 10% in the works [6, 17]) in the

present work, the total sections are calculated according to the formula:

da
a(Ep, ofr) = 4T dan (Ep, oe,0°)

data were taken from [6, 17]),

100 E

=
o
TTTT

S(E) - (keV b)

01k

0,01 T , L , I , I L
0,0 0,5 1,0 1,5 2,0 2,5

Figure 2 - The astrophysical S-factor for the *C(p,y)"*N reaction. The experimental data: filled circles
are the result of the present work, filled triangles are the data from [6] and open circles are the data from [17].
The solid line is our fit, dotted line is our calculated contribution for the direct radiative capture, dashed (dashed-dotted)
line shows our calculated contribution for the first (second) resonance and dashed-dotted-dotted line presents
our calculated contribution for the third (E* = 10.250 MeV, J® = 1/2") y-resonance tail
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Further, according to the relation:

the astrophysical S-factors were calculated, which are given in the third row of Table 1 and are shown in
Figure 2 in comparison with the results of previous works. From Figure 2, it is clear that the experimental
data of our work are in good agreement with the results obtained in [6, 17].

Table 1 + Experimental differential cross sections and experimental astrophysical S - factors
of the 12C(p,y)13 N reaction for radiative capture to the ground state of BN

E, e (keV) 1088 1138.5 1239.3 1390
ub 0.027+0.0049 0.029+0.0035 0.048+0.0058 0.064+0.0077

A

Eexp. 0y ﬂ
dn (E0) (sr)

S*P(E) — (MeV b) 0.1+0.02 0.098+0.015 0.14+0.022 0.16+0.025

Results of the '>C(p,y)"°N reaction astrophysical S-factor calculation by the modified R-matrix
analysis method

The detailed description of the modified R-matrix method that was used in the calculations can be
found in [6-9, 19, 20]. The input parameters required for calculating the '*C(p,y)"’N reaction astrophysical
S-factor for transition to the ground state of '’N (channel radius, proton width and radiative widths of the
first and second resonance states) were taken from [6]. The experimental results of this work and the
experimental results of [6, 17] were used as experimental data. The asymptotic normalization coefficient
(ANC) value was taken equal to 1.43 +0.09 fm™? [21, 22] as in [6].

The results of our calculations of the "?C(p,y)"*N reaction astrophysical S-factor taking into account
the analysis of new experimental data completely repeat our earlier results [6] and are shown in Figure 2,
where the contributions of direct radiative capture (dotted line), first resonance (dashed line) and second
resonance (dashed-dotted line) are given separately. The inclusion of the third resonant state (E* = 10.250

MeV, J* = 1/2°, the proton width 7"} =280 keV [23] and the radiation width 1"} = 6000 eV [6]) tail part

contribution in the calculations significantly improved the theoretical description of the experimental data
(dashed-dotted-dotted line). The values of the resonant parameters used in present work are listed in Table
2 of [6].

The results of our calculations of the *C(p,y)"’N reaction astrophysical S-factors for the transition to
the ground state of °N at the most important energies for astrophysics E = 0; 25 and 50 keV are S(0 keV)
=1.62 £ 0.20 keVDb, S(25 keV) = 1.75 £ 0.22 keVDb and S(50 keV) = 1.88 £ 0.24 ke Vb, respectively. The
uncertainties quoted for these astrophysical S-factors are due to those of the parameters of proton and vy
widths and ANC given earlier [6]. Our central value for S(25 keV) within the specified uncertainty is
consistent with the values of S(25 keV) = 1.54 £ 0.08 keVb obtained in [24] and S(25 keV) =1.45 £ 0.20
keVb obtained in [17], and in satisfactory agreement with the value of S(25 keV) = 1.33 + 0.15 keVb
obtained in [25, 26]. However, our result for S(0 keV) is noticeably larger than that of S(0 keV) = 1.0 and
1.3 keVb obtained in [27] using the Minnesota and V2 forms of the NN potential, respectively, as well as
the value of S(0 keV) = 1.4 keVb recommended in [28]. It should be emphasized that a value of S(25
keV) =1.54 = 0.08 keVb in [24] has been also obtained within the R-matrix approach [7, 9]. In contrast to
our work in [24], the ANC, which is responsible for the contribution of direct radiative capture, was a
fitting parameter in order to better describe the experimental data at first resonance region. As a result,

this artificial overestimation of the ANC value led to resonance (/7] = 0.50 + 0.05 eV) decrease in the

total amplitude of the radiative capture process, which led to an underestimated value of S(25 keV). In our
present work, we used the fixed ANC value obtained independently from the analysis of the peripheral
proton transfer reaction [21, 22], which allowed us earlier in [6] to carry out fitting of resonant width

parameters (for example, /'] =0.65+ 0.07 eV) in a correct way.
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2C(p,y)"N reaction rate

The calculated astrophysical S-factors, as well as the data of [6, 17], were used for calculating the rate
of N nucleus formation in the stellar interior as a function of stellar temperature Ty, where Tg = T % 10°
K. The Maxwellian-averaged reaction rates Na(ov) as a function of temperature are defined by

1/2 .
N,(ov)=N, il (kBT)_3/2JG(E) exp(—E/k,T)EdE
7 0

where N, is Avogadro’s number, kg is the Boltzmann constant, and ¢ = /2E/ 4 is the relative velocity of

the colliding particles. The calculation performed in the present work matches with the results we
obtained in [6]. Figure 3(a) shows the reaction rates of our calculation (solid line) and its comparison with
the experimental data of [29]. It is seen that the result of our calculation is in good agreement with those
recommended in [29]. That work used a very different method, with independent systematic uncertainties,
and cited uncertainties equal to the estimated values for unobserved energies. The ratio of our calculation
of reaction rates Na(ov) to the result recommended in [30] (solid line) is also given in Figure 3(b). As is
seen from Figure 3(b) there is a noticeable difference (up to ~ 20%) between our recommended results
and those given in [30] within a wide interval of stellar temperatures. The probable reason for the
observed difference is that in [30] the calculation of the reaction rates included all the experimental
astrophysical S-factors obtained in [17, 25, 26, 30], some of which have uncertainties up to 40%, by a
smooth spline fit. Moreover, it was assumed in [30] that the spectroscopic factor for the ground state of
the N nucleus in ('*C + p) - configuration is 1. However, as can be seen from [31], this assumption is not
justified and, in fact, the empirical value of the spectroscopic factor is 0.55 £ 0.18. It can be considered
that the result in [30] is model-dependent, while our calculation of the reaction rate does not contain free
parameters and in this sense it can be regarded as more reliable.

2,0 T T T T
4000 (b)
H'_ l 5 L .
(@) @
£ 8
o 51,0 \//1\
> 2000 5
2 2
Vv S05} ]
<
d
0 s 1 s 1 s 1 1 s 0,0 L L L L
0 2 4 ) 10 0 2 4 6 8 10

6

Figure 3 - (a) The ">C(p,y)"*N reaction rate calculated in present work (solid line) and points taken from [29].
(b) The ratio of the ">C(p,y)"*N reaction rates N, (ov) of present work to those from [30] (solid line)

Conclusion

In this work new experimental data on the differential cross sections of the >C(p,y)"*N reaction for
the transition to the ground state of "*N have been obtained at four energies from 1088 to 1390 keV in the
laboratory system at an angle of 0° with uncertainties of about 12%. The astrophysical S-factors for
radiative capture of a proton to the ground state of "*N (the only bound state of this nucleus) have been
determined with uncertainties of about 16% at these energies. Our experimental data are in good
agreement with those previously obtained in [6, 17].

— 10 ——
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We have analyzed the new experimental data on '>C(p,y)"’N reaction astrophysical S-factors for the
transition to the ground state of *N at extremely low energies within the one-level R-matrix approach
where the direct part of the amplitude is expressed in terms of the ANC for °N in the (p + '*C) channel.
Such a parametrization allowed us to calculate the direct capture part of the amplitude in a correct way
using the indirectly measured value of ANC found previously in [21, 22] from the analysis of the
peripheral *C(*He,d)"*N reaction.

It is shown that using information about ANC value provides good fitting of the experimental
astrophysical S-factor of the '>C(p,y)"’N reaction for the transition to the ground state of *N and reduces
to a minimum the model dependence of the calculated direct capture part of the astrophysical S-factor on
the parameters of the R-matrix approach . In general, the results of the new analysis of the experimental
astrophysical S-factors match with the results of our previous work [6].

We have also calculated the rates of the "“C(p,y)"’N reaction for the astrophysically important
transition to the ground state of °N in the low energy region. It has been shown that these present reaction
rates (as well as the rates of [6]) are in good agreement with those recommended in [29] using a very
different technique from that described in present work, whereas a notable difference (up to = 20%)
occurs between our result (as well as the result of [6]) and that given in [30] within a wide interval of
stellar temperatures.
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TOMEH SHEPTUSJIAPIAFBI P-'>C PATAALUSLIBIK
KAPITYBIHBIH ) KAHA HOTHU/KEJIEPI

Aunoramusi. JKympicTa yzeTininren mportonmapabie 1088 — 1390 k3B smeprusnapsinma 0° GypeimTa
2C(p,y)"°N pamuanusibik Kaprybl peakimsachiHbiH N sIpOChIHBIH Herisri KyiiHe keuryiHiH guddepeHmanibik
KMMAaCBIHBIH JkKaHa emmeynep HoTwkenepi (12% monaikneH) ycbHbUIABL. AnbiHFaH JuddepeHnnanapK KuManap
’KOHE OCHI SHEprus aiiMarblHIAFb! OYPBIITHIK TapanylapAblH H30TPONTHIK KACHETKe He OONaThIHIBIFbIHA HETi3aene
otsIphim, 16 % nonmikmen 2C(p,y)"°N peakrmsic ymia °N Herisri kyiire aybICYBIHBIH acTpO(U3UKAIBIK S (haKTOPHI
aHBIKTAIABL. KaTemep 1meriHze, OCHI KYMBICTBIH OKCIIEPUMEHTTIK HOTHXKeNepi OYPBIHFBI KYMBICTaPIbIH
JiepeKTepiMeH coalikec keneai. Moaudukanusianrad R - MaTpuLasiblk 9iCcTi naiianana oThIPbII, acTPOPHU3UKAIBIK
S-bakTop GOMBIHIIA AKCIEPUMEHTTIK MONIMETTep TaigaHAbl. Aca TOMeHri sHeprusmapga C  sApOCHIMEH
NPOTOHJAP/IbIH TiKeJel KaplbulyblHa OailIaHBICTBI €CeNTey KOTeNKTepiH a3aliTy MaKcaThlHa Tajjay OapbIChIHIa
"2C sxone N saponapbIHbIH GailIaHBICKAH KYHIEPiHiH TOIKBIHIBIK (YHKIMSIAPHIHBIH Ka0aTTacy HHTEIPaIbIHBIH
OJILICHIJITCH aCUMIITOTHKAJIBIK HOpMasay KO3 QUIMEHTIHIH MoHI Maiiiananpuabl. Maccanap opTajibIFbl JKylecinae
E = 0,25 xoHe 50 k3B sueprusnapaa “C(p,y)""N peaxuusichiHan N sIpOCHIHBIH HETI3ri KYiire aybiCybl YIIiH S-
dakropapiH ecenTik Momzepi kentipinren. 0 - 10" K temmeparypa aiimarbiaga “C(p,y)°N TepMosmpobIK
PEaKIHMACHIHBIH JKBULIAMIBIKTAphl AHBIKTAJIBL. ByJl JKYMBICTBIH ecenTey HOTHKeNepi OYPBIHFBI YKYMBICTAPIbIH
IKCIIEPUMEHTTIK JKOHE €CETTIK MAJIIMETTEPIMEH CaIbICTHIPBIIIBI.

Tyiiin ce3nep: mubdepeHMaNIbK KAMaaap, TOJBIK KHMa, acTPOGU3UKAIBIK S-(PakTop, aCHMITOTHKAIIBIK
HOpMasay Kod(Q(UIHEeHT], peaKkIMAHbIH )KbUIIAMIBIKTAPbL.
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HOBBIE PE3YJIbTATBI 1151 PAIMALIIMOHHOI'O 3AXBATA p-'*C
TP HU3KUX SJHEPT'UAX

Annoranus. IlpencraBieHBl pe3yNbTaThl HOBBIX U3MepeHHH auddepeHInaNbHBIX CeYeHUH peaKmnu
2C(p,y)®N pammanroHHOro 3axBata Ha OCHOBHOE COCTOsHHE ~N st yria 0° U mpH SHEPrHsX HAIETAMOLINX
nporonoB oT 1088 1o 1390 k3B (TounocTh okono 12%). Ha ocHOBe nony4yeHHbIx quddepeHnnanbHbIX CeYeHni U B
MIPEIOI0KEHHH 00 M30TPOITHOM XapaKTepe YIJIOBBIX pacIpelesieHHid B JaHHOW 00JacTH 3HEPTrHil ¢ TOYHOCTHIO
okono 16% ompeneneubl actpodusmueckine S — daktopel peakmmn “C(p,y) "N m1s mepexoma Ha OCHOBHOE
coctostare °N. B mpejenax morperHocTeil 3KCIepHMeHTaIbHbIE Pe3y/IbTaThl HACTOSIIIEH PaGOThI COMACYIOTCS C
JaHHBIMHU Oosiee paHHUX paboT. C ucrosb30BaHHEM MOIM(UIMPOBAHHOIO R — MaTpuMyHOTO MeToha NpOBeneH
aHaJIM3 OKCIEPHUMEHTAIBHBIX JAHHBIX 10 acrtpodu3udyeckomy S — ¢dakropy. B memix muHMMM3aImMn
BBIUHCIIATE/IBHON HEONPE/IENEHHOCTH, CBA3AHHOM C HpPSAMBIM 3aXBAaTOM IPOTOHA SAPOM '“C JUIl CAMBIX HH3KHX
SHEpPruil, MpPHU aHANKW3E HCIIONB30BAIOCH 3HAUCHHE HM3MEPEHHOTO pPaHHEe ACHMIITOTHYECKOTO HOPMHPOBOYHOTO
K0>(GHIEEHTa MHTErPaIa MEPEKPHITHS BOTHOBBIX (DYHKIMH cBs3aHHBIX cocTosHuil axep °C u °N. Jlns snepruii E
=0,25 u 50 k3B B cHCTeMe IIEHTpa Macc IPHUBE/ICHBI BRIYHCICHHbIE 3HAUeHNs S — pakTopa peakiun C(p,y)"*N s
epexoza Ha ocHOBHOe coctosiHre “N. B obiactu temmeparyp ot 0 110 10" K MTOJTyYEeHBI CKOPOCTH TEPMOSICPHON
peaknuu 12C(p,y)BN. PesynbraTel pacueToB HacTOSIIEH paOOTHI CPAaBHUBAIOTCS C OJKCIEPUMEHTATBHBIMH U
pacYeTHBIMH JAaHHBIMU IPEABITYIINX PadoT.

KiawueBnle cioBa: gudQepeHIManbHble CCUCHHs, IMOJHBIE CEYCHHUs, acTpodusuueckuii S-akrop,
ACHMITOTUYECKUI HOPMUPOBOUHBIN K03 HUIIMEHT, CKOPOCTH PEaAKIIH.
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HIERARCY OF WDVYV ASSOCIATIVITY EQUATIONS
FOR n=3 AND N =2 CASE WHEN /=0

WITH NEW SYSTEM a,,b,,c

1272t

Abstract. We investigate solutions of Witten-Dijkgraaf-E.Verlinde-H.Verlinde (WDVV) equations. The article
discusses nonlinear equations of the third order for a function f = f(x,t)) of two independent variables x,t. The
equations of associativity reduce to the nonlinear equations of the third order for a function f = f(x,t)) when
prepotential F dependet of the metric 1. In this work we consider the WDVV equation for n = 3 case with an
antidiagonal metric 1. The solution of some cases of hierarchy equations of associativity illustrated. Lax pairs for the
system of three equations, that contains the equation of associativity are written to find the hierarchy of associativity
equation. Using the compatibility condition are found the relations between the matrices U, V,, V;. The elements of
matrix V, are found with the expression of z; and independent and dependent variables for the matrix V,. Also
solving elements of matrix V, expressed through y; and independent and dependent variables for the matrix V,. We
accepted that elements of matrix V, are zero. In the physical setting the solutions of WDVV describe moduli space
of topological conformal field theories [1, 2]. Let us introduce new variables a, b, c. In the above variables the
nonlinear equations of the third order for a function f = f(x,t)) we rewritten as a new system of three equations.
Expressed are variables a; ,b; ,c; of three equations are written with the help of matrix elements z; ,yj;.

Key words: equations of Witten-Dijkgraaf-E.Verlinde-H.Verlinde, the equations of associativity, nonlinear
equations of the third order, antidiagonal metric, the Lax pair, the compatibility condition, independent elements,
dependent variables, system with equations.

Introduction. The WDVV equations, in general, have the following form [3, 4, 5]:
o°F , OF o°F ,, OF
i i 77 k r = i k 77 i ro
ot'ot’ot” ©  ot'ot"ot” ot'otot” T ot'ot'ot

Vi, j,k,re{l,..n},

where F' is a prepotential, 1} is a metric. The coordinates ¢ " can be linearly rearranged so that the
metric, 77, is antidiagonal [6], i.e.

00 1
n=l0 1 0}
1 0 0

In this work we consider the WDVV equation for 7 =3 case with an antidiagonal metric n 7] In

this case, two types of dependence of the function F' on the fixed variable ¢ " were found by Dubrovin
[8, 9, 10] which are

—— |4 ——
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1 1
F=—()r+-t ) + f(,0) (1)
2 2
and
1
F= g(tl)3 +H0FP + f(,1).
For these cases the equations of associativity reduce to the following two nonlinear equations of the
third order for a function f = f(x,?)) of two independent variables (X = ¢ 2 =1t > ):

f;n - fxit - fxxxfxtt (2

fxxxfm - fxxtfxtt =1,
correspondingly.

The function F in equation (1) has the form from the law of multiplication in the three-dimensional
algebra A, with the basis e; = 1, e, ,e; [3]. Every basis is a complete uniformly minimal system [11].
In this work, we consider the solution (1). Let us introduce new variables a,b,c as follows [12, 13]:
a—= xxx? b:-]pxxt’ c= xtt*®

In the above variables the equation (2) can be rewritten as a system of three equations as follows:

and

a = b,
b, = c, 3)
¢, = (b*-ac),.
The Lax pair for the system (3) is given by [§]
¥ o= AUY,
Y = AV, @
where U is given by
010
U=|b a
c b 0
and V' is given by
0 0
V= c b 0|
(b>~ac) ¢ 0
The compatibility condition for the system (4) is given by
u. =7,
[Uy] = o.

In the following sections we work with the new system (3).
Methods. The solution to a hierarchy for NV =1 case corresponds to the system of equations (3).
Hierarchy for N =2 case when ¥, # 0 is given in the work [14]
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In this section we consider a hierarchy for NV =2 case when Vo =0 and the following system

a = &b +&F,

bt - glcx + €2Hx9 (5)
_ 2

c, = &b —ac) +¢&,G.

The Lax representation of the above system is same as before in the work [13].
In particular, for NV =2 case when VO =0 we have

Y. = AUY,

¥, = BV, +AV)¥Y =¥
The compatibility condition of (4) is given by

AU, —V.+ A[U,V]=0.

The compatibility condition of the Lax representation is given by the system

[u,v,] = o, (6)
u = V., (7)
v, = [unl (8)

Statement of problem. We first consider the second equation of the system and let V1 to be given by

Yu Vi Vi3
Vis={ Vo Voo Vs |
Y Voo Vs

From the above system it follows that ), V,55))35 )03, V33 are constants w.r.t. X. Writing a

system with equations for &, ,bt ,C, only yields

a, = JVue

by = Yy ©)
by = Vi

¢ T Vi

Now we equate similar terms in the systems (5) and (9), i.e. we have a system

= JVaox T glbx +&,F,

al
b, = y,,=é&c, +&H,
(10)
b, = yu . =&c,+eH,
_ _ 2
¢, = Yy, =& —ac), +¢,G,.

Scheme of the method and reduction to equivalent problem. From the above system (10) we find

the following

— 16 ——
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V,, = &b+&F,

Yy = gc+é&H,
Yy, = &c+é&H,
v, = &b’ —ac)+e,G.
Thus the matrix Vl has the form
Y Y2 Vi3
V,= gc+e,H eb+e,F  y,| (11)

g’ —ac)+&,G egc+e,H y,
Now we solve the equation (6). Denote V2 as follows:

2 21 43
Vo=12y Zyp 2z )

Z31 23 23

Plugging U, V, into (6) we obtain the following relations:

Zy T I
Zyn T Iy
Z3 T 4y
Hence, we are left with the equations
Z, = bz, +ezy,
Z, = zp+az,+bz;,
z,, = cz,+(b’—ac)z,.
Thus the matrix V2 has the form
Zn Zp Z13
V,= bz, +cz, z,+az,+bz, z, |
czp, + (b - ac)z, bz, +cz,, z,

Hence, only Z,,,Z,,,Z,5 are independent elements of V2 , and the other elements can be written in

terms of them.
Now let us find the elements of V1 in (11). To do so we use the equation (8). First we evaluate

U, "]

We have elementwise yields the following system:
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11:
12 :
13:
21:
22
23:
31:
32:
33:

Zy, =EC+EH —by, —cyys,

Zyp, =&+ 6 F -y, —ay, —byys,

Zi3e T Vazs T V12

bz, +bz, +c .z, +cz5, = by, +alec+e,H)+ (&b’ —ac)+&,G)—b(gb+&,F)—cy,,
Zy, t A2y T azy, bz + bz, = by, — by,

Zie =bys tay,; + vy — (60 +6,F),

C.Zyp +CZyy, +(b? —ac), z; +(b? —ac)zy;, =y — s,

bz, +bz, +c.z5+cz5, =y, +b(eb+e,F)—(g(b’ —ac)+&,G)—a(e,c+e,H)—by,,,
Zye =V Thyy —(6ic+6,H).

Now let us express &,C + 6‘2H , 6‘1b + 6‘2F , Vo3 in the element 11, 12, 13 of the above system.

sc+e,H =z, +by,+cy;,
eb+e,F = z, +y,+ay,+bys,,
Yoz T Zi5 T

Now let us express &, (b2 —ac)+&,G in the element 21 and substitute the values for & + &,H

, b+ F, yy,

& (b2 —ac)+¢&,G=b z,+bz, +cz,;+2cz; —az, +bz, + (b2 —ac)y,; +cy,

Now let us express )55 in the element 23 and substitute the values for &b+ &,F, VY,

Vi3 =2z, —az, + Y

Hence, dependent elements of Vl are given by:

2 2
&b —ac)+&,G=bz, +bz, +c 25+ 2z, —az,, + bz, +(b" —ac)y; + oy,
ec+&H =z, +by, +oys,

eb+e,F =z, +y,tay, +bys, (12)

Vo3 = Z13x T Ni2s

Vi3 =22, —az;, + Y-

Xe

Now let us rewrite the element 22 by substituting the values for ),;. So we have

zy,, +2bz;, +a.z,+az, +bz;=0
Now let us rewrite the element 31 by substituting the values for };;. So we have
c .z, +3cz,,, +(b* —ac), z, +(b* —2ac)z,, =0
Now let us rewrite the element 32 by substituting the values for 6‘1b +&,F, ¢ (b2 —ac)+¢,G,
+&,H, y;;.So we have

2b z,+4bz,, +2c z,+Bc—-ab)z, =0

— 18 ——
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Now let us rewrite the element 33 by substituting the values for y,,, &C+ & 2H
22y, =bz;;, =0

Also, the independent variables Z;,,Z,,, 25 of the matrix V2 have to satisty the following system of

equations:

z,, +2bz, +az,+az, +bz, = 0,
c.z, +3cz,, + (b2 —ac) .z, + (b2 -2ac)z,, = 0, 13
2bz,+4bz, +2cz;+Bc—ab)z, = 0,
2lex _bZBx = 0.

From the above system (13) it follows that

_( 4a b—-2ab, J ( 4bb, —2ac, J (14)
Zi3x T 2 12 2
3ac—a*b—10b* 3ac —a*b—10b*

3¢ 3¢ 3ac a’b—10b" 3¢ 3ac —a’*b—10b*

Results. Using necessary terms in the system (12) in (10), we obtai

2 2 _ 2
= [ ¢, b"-2ac  4ab-2ab, j (_ b”—2ac  4bb, —2ac,  (b” —ac), jZB (15)
3

a, %4_61»)}12 +b. Y35
b
b = Sabyn ey (16)
ab )
¢, = b z,+3bz, +c z;+(ab+3c - 2x )z5, —a,z,, +(b"—ac) y;+c.y,

Weplug Z,,,,2},,5 23, in(13), (15), (14) into (16) and obtain the following equation

4 = 2bd: —aab, 2ba b —aac, . ha v th

' Sac—ab—10* | 3ac T e
h = 2bab, —ab; 2bb; —ab,c, by te

g 3ac—a*b— 1002 2T ae—a’b—1062 |2 V12 TCVis

be, Sabcq(b —4b’a b +2ab’b} —3a’ch; +2b’ca’ +12bcac, —6achce, (17)
¢ = |ba 2 2 Z12
c 3ac’ —a’be—10b°c
N [c b, (b* —ao), 6abcl;2 4b’b} +2ab’bc, —3d’ cb c, +2b’cab, +12bche, —abcac, —6acc ]Z
c 3ac® —a’be—10bc :

(b —ao), ys+en,

Conclusion. The solution to a hierarchy for N = 2 case when system is given by (5) corresponds to
the system of equations (17).

So, we considered of some cases of hierarchy of WDVV associativity equations. Lax pairs for the
system of three equations, that contained the equation of associativity written to find the hierarchy of
associativity equation. Using the compatibility condition are found the relations between the matrices U,
V,, V1. Thus, we obtained the elements of the matrices V,, V; for case N = 2 when V=0 and the above

system Clt,bt,ct It was found, that only z;, ,zi, ,z;3 are independent elements of V,, and the other

elements can be written in terms of them. From the above system it follows that V,,, Vi35V 35 Vo35 V33
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are constants w.r.t. X . It is found, that y,y, yi,, y13 are independent elements of V,, and the other elements
can be written in terms of them and z;, z;;, z;3. Expressed are variables a;,by,c; of three equations are
written with the help of matrix elements z;;,y;;.

Acknowledgments. 1 express gratitude to Professor R. Myrzakulov for useful discussions and
advices. The work is performed under the financial support of the scientific and technical program
BR05236277 "Investigation of some problems of astrophysics and cosmology in the framework of the
Einstein and non-Einstein theories of gravity", 2018.
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A.A. )Kazn,lpaﬂonal

'JI.H.I'ymuneB atsinaars! Eypasus yITTBIK yHUBEPCHTETIHIH KalIbl
KoHe TeOpHsUTbIK Gu3nka kadenpacsl, Acrana, Kazakcran

n =3 9%KOHE N = 2 )KAFIAMJIAPBI YIIIH EHII3TI3UITEH J)KAHA KYHE a,,b,,¢, V=0
BOJIFAHJAFBI WDVV ACCOLIMATUBTIIIK TEHIEYIHIH HEPAPXUSIChI

Annoranusi. bepuiren makanana Butren — Jlumkkrpad - E.Bepiaunpe - I'.Bepaunae (B/IBB) tenneynepi
3eprreneni. byn kymbicta X, t Toyesci3 aliHbIManbuIapbiHaH TypaThiH f = f(X,t) GyHKOMSICH yIIiH yIIiHII peTTi
CBI3BIKTHI €MeC TeHJeyJiep TalKplIaHaabl. Tayencis x, t aifHpIManbuiapeiHaH TypathiH f = f(x,t) GyHKIMACH yIIiH
YIIIHII PeTTi CBI3BIKTHI eMec TeHueyinep F moreHmmansl 1 MeTpHKachIMEeH OalnaHbICTHI OOJFaHIa KeNTipiieni.
CoHbIMEH Karap acCOIMATHBTUIIK TEHAEYJep HepapXWiACHIHBIH OipHeme mIenrMaepi  CUmaTTaiaibl.
AcconMaTuBTUIIK TEHJEYJIEpiHiH HepapXWsachlH Taly MakKcaTblHIa AacCOLMATHBTLIIK TEHJACYJEepiHEeH KypajFaH
TeHaeyep xKykeci ymid Jlakc sxynrapsl sxa3suiabl. CORKECTIK MAapTHIHBIH KONAaHy apKeuibl U, V,, V| MaTpumanapsr
apachIHIAFbl KATBIHACTAD AaHBIKTAJIBL. Zjj APKbUIBI OPHEKTENreH V, MAaTpULACBIHBIH JJIEMEHTTEPI MeH V)
MaTPHLACBIHBIH TOYENi )KOHE TAYeJICi3 allHbIMANbLIAphl ECENTENIHI. Yij APKbIIbl OPHEKTENIreH V| MaTPULIACHIHBIH
ANIEMEHTTepi MEH V| MaTPHIACBIHBIH TOYyEJAl JKOHE Toyesci3 aiHpIManmbuiapel TaObuigsl. COHBIMEH Katap V)
MaTpPUIACHIHBIH JJIEMEHTTEpi Hedre TeH Men anbHael. Puimkanslk KonmaHeutyga WDVV  acconmmaTHBTiTIK
TEH/ICYiHIH MIeNTiMi epiCTiH TOMOJOTHSIIBIK KOH(OOPMABIK TEOPUACHIHBIH MOIYJbIEPiHIH KEHICTITIH CHIATTaHabL.
Kana aitpiManbiiap enrisiireH. JKaHa aliHpiMasnbuiapaa f=f(x,t) yHKUMACH! YIIIH YIIIHII PETTi CHI3BIKTHI €Mec
TeHJeyJep JKaHa JKyHe apKplibl ka3pliraH. TeHaeynep KyleciHeH TypaThiH a, by, C, alHBIMAIbIIApBl Zjj, Yi
MaTPHLAIBIK €JIEMEHTTEPI apKbIJIb OPHEKTEII JKa3bUI/bI.

Tyiiin ce3nep: Burren-/Iumkrpad-E.Bepnunne-I.Bepiunne tenneynepi, acCOUMaTUBTIIK TeHACYI, YIIIHII
peTTi CBHI3BIKTHI €MeC TeHAEeYyJep, AaHTUAWAroHallb MeTpuka, Jlakc »Kynrapbl, YHIECIMIUIIK LIapThl, TAYyeJCi3
3JIEMEHTTED, TAYeIN Il alfHBIMaNbLIap, TeHIEYJIep KYheci.

YK 517.9: 515.16
MPHTU 27.31.21

A.A. )Kam,lpaﬂona'

'Kadepa o6meit n Teoperiueckoii dusnkn EBpasuiickoro HanponansHoro yansepentera uvenn JI.H.I'ymuresa,
Acrana, Kazaxcran

UEPAPXHSI YPABHEHMI1 ACCOUMATUBHOCTU WDVV
JIJISI CJIVUASI n =3 ML N = 2 TIPHL V,= 0 C HOBO¥ CUCTEMOM# 4,,b,, ¢,

AnHotanusi. B naHHOW crathe uccienyrorcs ypaBHenus Burtrena-lumxkrpada-E.Bepnunae-I'.Bepmunmne
(BAIBB). B paGore o0cyxnaroTcss HenMHEHHbIE ypaBHEHHs TpeTbhero mnopsiaka it ¢ynkuun f = f(x,t) aByx
HE3aBHCUMBIX IIEPEMEHHBIX X,t. YPaBHEHHs aCCOLMAaTHBHOCTH CBOZSATCS K HEJIMHEHHBIM YPaBHEHHSIM TPETHETO
nopsinka 1t pynkoum £ = f(x,t) korma morennman ¢yHkum F cBsizaH ¢ Merpukoit 1. B 3T0it pabote
paccMatpuBaetcst ypaBHeHne WDVV s ciiyuas n = 3 ¢ aHTHAMAroHanbHOM MeTpUKOH 1. OHNHCAaHO pellieHue
HEKOTOPBIX CIIy4yaeB HEpapXHM YpPaBHEHHH AacCOIMATHBHOCTH. JlIsi HaXOXXAEHWs WepapXuu ypaBHEHHH
ACCOIMATHBHOCTH OBUTH 3amucaHbl Hapbl JIakca Iy CHCTEMBI U3 TPEX YpaBHEHHH, KOTOpas CONECP)KUT ypaBHEHHSA

— 20 ——
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accoratuBHOCTH. C MPUMEHEHNEM YCIOBHS COBMECTHOCTH HAaWICHBI COOTHOIICHHUS MexXay MaTputiamu U, V,, V.
bbulM BBIYMCIIEHBI DIIEMEHTHI MATPHIBI V), BBIPAKCHHBIE YEPE3 Zjj, HE3ABUCHMBIE U 3aBUCHMBIE IIEPEMEHHEIE
MaTpuupl V,. Takxke ObIIM HalJEHBI SJIEMEHTBI MATPHLBI V1, BEIPA)KEHHbBIE YEPE3 Yjj , HE3aBUCHMBbIE U 3aBHCHMBIE
nepeMeHHble MaTpuipl V. DineMeHTsl MaTpuubl Vo paBHbl 0. B ¢u3nueckoM mpuiioxeHHH pelleHHe ypaBHEHHS
acconmatuBHocTh WDVV ' onuchiBaeT NPOCTPAHCTBO MOJAYJEH TOMOJOIMYECKHUX KOH(GOPMHBIX TEOpUH MOJIs.
BBezneHbl HOBbIE NEpeMEHHBIE a, b, c. B HOBBIX HEpeMEHHBIX HENMHEHHbIE YpaBHEHHUsSI TPETHETO IOpsAKa Ul
¢dynkuuu f = f(x,t) 3anucansl Yepe3 HOBYIO CHCTEMY TPEX ypaBHEHUi. BeipaykeHHbIE TIEpEMEHHBIE a;, by, C; CHCTEMBI
U3 TPEX ypaBHEHHI ObIIN 3alMCaHbl Yepe3 MATPUUHBIE JIIEMEHTHI Zjj, Yi.

KaloueBsble cioBa: ypaBHenus: Burrena-/{ikrpada-E.Bepnunne-I".Bepiunie, ypaBHEHUs! acCOLMAaTHBHOCTH,
HEJIMHEHbIE ypaBHEHHsI TPEThEro MOpsiKa, aHTHAUAroHanbHas METpUKa, mapsl Jlakca, ycaoBHE COBMECTHOCTH,
HE3aBUCHMBIE IEMEHTHI, 3aBUCUMBIE IEPEMEHHBIE, CUCTEMA C YPABHEHUSIMH.

Information about authors:
Zhadyranova A.A. - PhD student of the department of general and theoretical physics, L.N. Gumilyov Eurasian National
University, Satpayev str., Astana, Kazakhstan. E-mail: a.a.zhadyranova@gmail.com
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ON THE SPECTRAL PROPERTIES OF A WAVE OPERATOR
PERTURBED BY A LOWER-ORDER TERM

Abstract. The incorrectness of the minimal wave operator is well known, since zero is an infinite-to-one
eigenvalue for it. As our study showed, the situation changes if the operator is perturbed by a low-order term
containing the spectral parameter as a coefficient, and eventually the problem takes the form of a beam of operators.
The resulting beam of operators is easily factorized by first-order functional-differential operators which spectral
properties are easily studied by the classical method of separation of variables. Direct application of the method of
separation of variables to the original beam of operators encounters the insurmountable difficulties.

Keywords: deviating argument, beam of operators, strong solvability, spectrum, functional - differential
operator.

Introduction.

Investigations of the Dirichlet problem for the string oscillation equation in a bounded domain go
back to J. Hadamard [1], who for the first time noted nonuniqueness of solution of the Dirichlet problem
for a wave equation in a rectangle. Burgin and Duffin [2] considered the Dirichlet problem for the
equation Uxx = Uttin the rectangle {0< x < X ; 0<t<T}. It was described that the nonuniqueness of a
solution in a specified space arises if and only if the ratio X/Tis rational. By using Laplace
transformation, they showed that if the number X/T is irrational, then there is the uniqueness of the
solution of the problem in the class of continuously differentiable functions with the second derivatives
integrable according to Lebesgue.

Later these results were refined and generalized by various authors (see, for example, [3], [4], [5],
[6]). S.L. Sobolev [7] constructed an example of a well-posed boundary-value problem in a rectangle for a
hyperbolic system of equations. Yu.M. Berezanskii [8] constructed a class of regions with angles, a
change in the domain inside which leads to a continuous change in the solution of the Dirichlet problem.

For domains with a smooth boundary in smooth spaces, only the question of the uniqueness of the
solution of the Dirichlet problem was studied (see, for example, the paper of Aleksandryan [9]). In paper
[3] V.I. Arnol’d, applying his results on the mapping of the circle into itself, refines the results of [2],
indicating that the proof of theorems on the existence of classical solutions of the Dirichlet problem can
be carried over to the case of an ellipse. A number of studies by T.Sh. Kal’menov and M.A. Sadybekov
are also devoted to boundary value problems of hyperbolic equations [10] - [12].

In [13], using the new general method, the properties of solutions of the Cauchy problem, as well as
of the first, second and third boundary-value problems in the disk for a second-order hyperbolic equation
with constant coefficients are investigated. The application of this method to higher-order equations can
be found in [14]. A new and relatively simple method for constructing a system of polynomial solutions
of the Dirichlet problem for second-order hyperbolic equations with constant coefficients in the disk is
proposed in [15], and it is also proposed to construct a complete set of eigenfunctions for the Dirichlet
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problem for the string oscillation equation. The eigenfunctions constructed in this paper coincide with the
eigenfunctions constructed earlier in the work of R.A. Aleksandaryan [9]. In this paper, the spectral
properties of a beam of operators with a wave operator in the principal part were studied by the methods
of [16]-[21].

y
=1
B iz c
=1
A B2
Figure 1

1. Setting of a Problem.

Let Q< R’be a quadrangle bounded by following segments:

AB:0<y<1,x=0; BC:0<x<1,y=1;CD:0<y<1,x=1;, DA:0<x<1, y=0./See
fig.1/

We denote by C 1’I(Q)the set of functions u(x,t) that are twice continuously differentiable with

respect to the variables x and ¢. The boundary of the area € is a set of segments
I'=ABUBCUCDUDA

We investigate the spectral properties of the operator beam

u, —u, =24, +Au, (D)
u y=0 =0 > (2)
ux:O :aule’ |a|:1 (3)

2. Research Methods.

We shall need the following lemmas.

Lemma 2.1. [22]. Let 4 be a densely defined operator in a Hilbert space /7 . Then

(a) A" exists and is closed;

(b) A admits a closure if and only if D(A*) is dense in H , and in this case Z =A"
Lemma 2.2. The set of functions that are finite in the domain €2 is dense in the space r (Q) [23].

Lemma 2.3. If the symmetric operator A hasa complete system of eigenvectors, then the closure of

this operator A is self-adjoint in H , in other words, the operator A is an essentially self-adjoint in /1
[22].
Lemma 2.4. Operator

Lu=iu,(x,y)+u,(x]-) (4)
D(L)={ueC"(Q)nC(Q}u a|=1}. )

yeo = 0u| oy =au

x=1°

is a symmetric operator in space L’ (Q)
{The proof is omitted, because it is done in the standard way}.
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Proof. Let u,v € D(L) then

(Luv _”[m xy +u (xl y xydxdy

ot_,H

1
Ilu X y)v X,y dxdy+
0

11
J‘J‘uy(x’l_y)‘_/(xby)dxdy:‘]l +‘]2 :

Using Fubini's theorem and integrating by parts, we transform the integrals J,,J/,.

5= oo bt = st s = | it sh oy
I { (el y* ziu(x,y)vx (xay)dX}dy - j{j( y)mx}dy _
I
J = ii“y(“ y)vxydxdy=ﬂ
i{-ﬂ%yhﬁd—y*hith—yFALy%@}k=jHﬁ@J—yﬁ§udy@}h=
[l s i

11
Consequently, Lu v = J. J. ulx,y [lv X, y +v (xl y)}fxdy (u,Lv)
00

Lemma 2.5. The spectral problem

() Zw@)

has an infinite set of eigenvalues

and corresponding eigenfunctions

w, (y) = \/Esin[mz - gjy n=12,..,

which form an orthonormal basis of the space L’ (0,1) [24].

Lemma 2.6. The spectral problem
= uwv(x),v(0) = av(l),|a| =1 (6)
has an infinite set of real eigenvalues
Um = arga + 2mmi, m=0,+1,£2, .. 7

and their corresponding eigenfunctions

—— 4 ——
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v (x) = exp[—i(arga + 2mm)x], m = 0,+1,+2, ... (8)
which form an orthonormal basis of space L?(0,1) [16].
Lemma 2.7. If the orthogonal systems {®,(x)} and {,(x)}, n = 1,2, ... are complete in space

A (0,1), then their product {®,(x) - ¥,(x)}, m,n = 1,2, ... is complete in the space L (0,1), where
Q=[0,1]x[0,1] [251.

3. Results of the research.

Theorem 1. The boundary value problem
Lu=iu_ (x,y)+ u, (x,l - y) = f(x, y) 9)
u‘yzo = o=ou i, |a|=1, (10)
has an infinite set of real eigenvalues
A,, =arga +2mmz + (- 1)””(;17: —%) ,, n=012..m=0=+1%2,.. (11)

and the corresponding eigenfunctions
u,,(x,y)= \/_exp[' i(arga +2mr)x ] sin(n;z - %)y (12)

which form an orthonormal basis of space L (O,l)

Proof. Let Su(x,y)= u(x,l —y) then

iu, (x,y)+ u, (x,l — y) = (z% + S%}u(x,y)
we use this formula in the calculations.
Let u,, (x,y) = \/Eexp[— i(argar + 2m7r)x]- sin(n;z - %)y n=L12,..., m=0,+1,%2,....

Then the following formulas hold:

z@iu (x y) = (arga + 2m7z)umn (x,y);
X

0

5 2t () =2 w7 Jexpl- g+ 2o - i)
\/E[nﬁ—%Jexp[ arga + 2m)]- (1) sin(nﬂ—%jy (—1)““[m—§jum(x,y),
(iag + Sag]umn (x,y)=|arger + 2mz +(-1)"" (nzr —%Humn (x, ).

x V

Consequently, la—u (x,y)+ Uy (Xal—y) lmnumn( 7y)’
X

where
T

A,, =arga +2mm + (- 1)"“(}17[ —Ej, n=12,...,m=0,+112,....

Theorem 2. The operator
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Lu:iux(x,y)+uy(x,l—y), (13)

D(L)={ueC(Q)nC(Qu
is essentially self-adjoint in the space L’ (Q)

ye0 =0,u

o —ou

le =1 (14)
Proof. This theorem is a simple consequence of Theorem 1, Lemma 2.3 and Lemma 2.4.

Up to the present time, we have not deliberately spoken about the spectrum of the operator L,
because this concept is inherent only in a closed operator, and our operator has until now been not closed.

In virtue of the Theorem 2 the equality L=L holds.

Further, by an operator L we mean the closure of the operator (13) — (14) and investigate its
spectrum. The eigenvalues of this operator have the form:

A, =arga+2mrx+ (— 1)"+1(n7r —%), n=12,..., m=0+1,12,....

a) Let n =2k k =1,2,... then

i = AIG QL +2mﬂ—(2kﬂ—§j - n{arg“ +2(m—k)+ﬂ _ ;{arg“ +%+2(m —k)}.

T T

The value 2(m -k ) runs through all even numbers, the argument ¢ lies within0 < arga < 27,
therefore

0< 8% lé nea +l<§.
T 2 V2 2 2
Between the numbers % and % there is only one even number 2, which is reached at aria = 2
b)Let n =2k —1,k=12,..., then
Aaioy = Arga + 2ma(2k —1)z —% = ”{aria +2m+ 2k —1—%} = ﬂ[%—éﬁ- 2(m + k)} ;

The quantity 2(77’1 +k ) runs through all even integers. The following inequality holds:

3<arga 3

1
2 Vs 2 2
Between the numbers _E and E there is only one even number 0, which is reached when

arga 3

/4 2

Theorem 3. The spectrum of the operator (13)-(14) consists of two series of infinite eigenvalues:

2) A ﬂ[arg“ +%+ 24 ,m=0,£1,42,...;

T
b) A?) = ;{arg“ —%Jr Zm}, m=0,£1,%2,...
T

i.e. each of these values is taken an infinite number of times, the corresponding eigenfunctions form
an orthonormal basis of the space L’ (Q)

. -1 ., .
The inverse operator L exists if and only if
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arga 3

(15)
Theorem 4. The boundary-value problem

Lu:iux(x,y)+uy(x,l—y)=f(x,y),(x,y)e Q

ol =1,

u‘y:0=0, ul ., =oul ,

is strongly solvable in space L’ (Q) if and only if
arga

3
z—.
V4 2
— (7! . . .
When condition (15) is satisfied, the inverse operator (L) exists, is bounded, but not compact, since

there is a continuous spectrum of the operator L.
Theorem 5. The spectral problem (1)-(3) has an infinite set of eigenvalues

A,, =arga +2mmr+ (- 1)”“(;17; —%] ,n=12,.., m=0+1%2,..,
and the corresponding eigenfunctions
) T
u, (x,y)= V2 exp[—i(arga + 2m)x]- s1n(n7z - E) v

2

which form an orthonormal basis of space L, (Q2).
The spectrum of the beam of operators (1)-(3) consists of two series of infinite eigenvalues:

a) A = ,{M+l+ Zm} ,m=0,21,42,...;
V4 2

b) A® = ﬁ[arg“ —%+ Zm}, m=0+142,..
T

each of these values is taken an infinite number of times, the corresponding eigenfunctions form an
orthonormal basis of the space L’ (Q)
The proof of the theorem follows easily from the above Theorems 1 - 4. For this it is sufficient to

note that the equation coincides with the equation (1), where

_ /0 0
Lu =iug(xy) tuy(x, 1 —y) = 1<& + S&) u(x,y),

and Su(x,y) =u(x,1—y).

4. Conclusions.

Note that the operator (13)-(14) is a two-dimensional generalization of the operator discussed in [16]
- [17], which has found application to singularly perturbed Cauchy problem [18], to the operator of the
heat conductivity in [19], and to the ill-posed problems of mathematical physics in [20] - [21], and
Volterra problems in [26] - [27].

The spectral properties of the wave operator change dramatically if it is perturbed by the low order
term containing the spectral parameter, in particular, it turns out to be reversible for certain values of the
coefficient of the boundary condition. Zero is an infinite eigenvalue of the Dirichlet problem of the wave
equation. Adding a low-order term with a spectral parameter and expanding the domain of definition
change the situation, the operator becomes reversible.

Authors thank the leadership of the International Silkway University and the Regional Social
Innovation University of Shymkent for the partial funding of the research.
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INVERSE PROBLEM OF THE STURM-LIOUVILLE OPERATOR
WITH UNSEPARATED BOUNDARY VALUE CONDITIONS
AND SYMMETRIC POTENTIAL

Abstract. In the paper we prove the uniqueness theorem on a single spectrum for the Sturm-Liouville operator
with unseparated boundary value conditions and real continuous symmetric potential. The research method is
different from all known methods, and is based on the internal symmetry of the operator generated by invariant
subspaces.

Keywords: Sturm - Liouville operator, spectrum, Sturm - Liouville inverse problem, Borg theorem,
Ambartsumian theorem, Levinson theorem, unseparated boundary value conditions, symmetric potential, invariant
subspaces.

1. Introduction. By inverse problems of spectral analysis, we understand the problems about
restoration of a linear operator according to one or another of its spectral characteristics.

The first significant result in this direction was obtained in 1929 by V.A. Ambartsumyan [1]. He
proved the following theorem.

By 15 < 4; < 4, < -+ we denote eigenvalues of the following Sturm-Liouville problem

—y" +q(x)y = 1y, (1.1)
y'(0) =0, y'(m) = 0; (1.2)

where q(x) is a real continuous function. If
A, =n?(n=0,1,2,..) thenq(x) = 0.

The first mathematician who drew attention to importance of the V.A.Ambartsumian’s result was the
Swedish mathematician Borg. He also performed the first systematic study of one of the important inverse
problems, namely, inverse problem for the classical Sturm-Liouville operator of the form (1.1) by spectra
[2]. Borg showed that, in general case, one spectrum of the Sturm-Liouville operator does not define it, so
Ambartsumian’s result is an exception from the general rule. In the same paper [2], Borg shows that two
spectra of the Sturm — Liouville operator (with different boundary conditions) uniquely determine it. More
precisely, Borg proved the following theorem.

Borg Theorem.

Suppose that the following equations

—y" +qx)y =2y, (1.1)
—z"+p(x)z = Az, (1.3)
— 30 ——
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have the same spectrum under the boundary value conditions

(@@ +67® =0 a
yy(m) + &y’ (m) = 0; '
and under the boundary value conditions

y'y(m) + 68"y (m) = 0. '
Then q(x) = p(x) almost everywhere on the segment [0, 7], if
66" =0, |5] + 18| > 0.

Shortly after Borg’s work, important studies on the theory of inverse problems were performed by
Levinson [3], in particular, he proved that if g(m — x) = g(x), then the Sturm-Liouville operator

—y" +q(x)y = 2y, (1.1)
y'(0) — hy(0) =0,
, (1.5)
y'(m) + hy(m) =0
is reconstructed by one spectrum.
A number of works by B.M. Levitan [4], [5] are devoted to reconstructing the Sturm-Liouville
operator by one and two spectra. These studies have found continuations in [6] - [20]. Sources [21] - [28]
are introductory.

This paper is devoted to generalization of Ambartsumian [1] and Levinson [3] theorems, in particular,
our results contain the results of these authors.

2. Research Methods.
Idea of this work is very simple. Analysis of contents of [1, 3] showed that both of these operators
have an invariant subspace. If for a linear operator L the following formulas hold
LP = PL", QL =1"Q,
where P, Q are orthogonal projections, satisfying the condition P + Q = I, then the operators L and L
have invariant subspaces, sometimes restriction of these operators to these invariant subspaces, under
certain conditions, form a Borg pair.

3. Research Results.
In the Hilbert space H = L?(0, ) we consider the Sturm-Liouville operator
Ly =—-y" +q@)y; (3.1)
{‘111)’(0) +a2y'(0) + ay3y(m) + a4y’ (m) =0,
a21Y(0) + az,y'(0) + a3y () + azy’(m) =0
where q(x) is a continuous complex function, a;; (i =1,2; j=1,2,3,4) are arbitrary complex
coefficients, and by A; j (i=1,2; j=1,2,3,4) we denote the minors of the boundary matrix:

:(all a;; 13 a14)
Ayq Qyy Q23 A4/

(3.2)

Assume that a,, # 0, then the Sturm-Liouville operator (3.1) — (3.2) takes the following form
Ly =-y" +q(x)y, x € (0,m); (3.1)

A14y(0) + A24y'(0) + Aguy(m) =0,
, (3.3)
A12y(0) + Agoy(m) — Apyy'(m) =0
and its adjoint operator L* takes the form
Ltz=—-z"+q(x)z, x € (0,m); (3.1)"
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{A_Hz(O) + 842 (0) + Aypz(m) = 0, (3.3)
A342(0) + Agp2(m) — Dgaz' (m) = 0. '
Let P and @ be orthogonal projections, defined by the formulas

Pu(x) _ u(x)+u(mr—x) ’ QU(X) _ v(x)-v(mT—x) (3'4)

2 2

The main result of the paper is the following theorem.
Theorem 3.1. If A,,# 0, and

1) PL=L"P;
2) LQ = QLY;
3) Ap= —Agy;

then the Sturm-Liouville operator (3.1) — (3.3) reconstructed by one spectrum.
4. Discussion.
In this section we prove the theorem and discuss the obtained results. Following Lemmas 4.1, 4.2
may have independent meanings.
Lemma 4.1. If for a linear and discrete operator L the following equalities hold
1) PL =L*P;
2) LQ =QL%;
3)) P+Q =1
where P, Q are orthogonal projections, and I is identity operator, then all its eigenvalues are real.
Proof.
Let PL = L*P,LQ = QL™; then
(PL)* =L"P* =L'P = PL;
(LQ)" = Q"L = QL = LQ;
i.e. operators PL and LQ are self-adjoint, therefore, their eigenvalues are real.
Further, if Ly = Ay, y # 0, then PLy = APy, L*Py = APy, L*P(Py) = APy, consequently, if
Py # 0, then A is a real quantity; if Py = 0, then y = Qy, and LQy = AQy, LQ(Qy) = AQy, Qy =y #
0. Thus, 4 is again a real quantity.
The following lemma shows that the spectrum (L) of the operator L consists of two parts; therefore,
the operator L, apparently, splits into two parts. Later we will see that this is exactly what happens, and

moreover, these parts form a Borg pair under a certain condition.
Lemma 4.2. If L is a linear discrete operator, satisfying the conditions:

1) PL = L*P;
2) LQ =QL%;
3) P+Q=1;

where P, Q are orthogonal projections, and I is identity operator, then
o(L) =a(Ly) Ua(L,).

where a(L) is a spectrum of the operator L, L; = PL, L, = LQ.

Proof.

If Ly =1y, y # 0, then PLy = APy, L*Py = APy, L*P(Py) = APy, L,(Py) = APy. If Py # 0,
then A€ 0(L;). If Py=0, then y=Qy #0 and LQy = AQy, LQ(Qy) = AQy, L,Qy = AQy.
Consequently, A € a(L,).

Thus a(L) € (L) U 0(L,), where a(A) means spectrum of the operator A.

Assume that A € g(L;) Uo(L,) and A # 0. Then

a)If 1 € o(L,), then PLy = 1y, y # 0 - P?Ly = APy, PLy = APy, if Py = 0, then PLy = 0,=>
Ay = 0,— y = 0, it is impossible, therefore Py # 0 and L*Py = APy. Consequently, A € a(L*) = o(L).

b) If 1€0(Ly), then LQy =21y, y #0, QL*y =y, Q*L*'y = AQy, QL*y = AQy,- Qy # 0,
otherwise QL*'y = 0,=> LQy = 0,-» Ay = 0,— y = 0. Consequently, AQy = QL*y = LQy,— L(Qy) =
AQy, thus A € a(L).

¢)0 € a(Ly)Va(ly).

— 3 ——
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If0 € (L), then Lyu = 0, PLu = 0, u # 0; Operator L; maps the subspace H; = PH into H;, thus
u=Pu+0,then PLu=LPu=Lu=0=>0€0d(L) =0c(l).

If 0 € 6(L,), then L,v =0, v # 0; Operator L, maps the subspace H, = QH into H,, therefore
v=QvandL,y =LQv=Lv =0, =>0 € a(L).

Lemma 4.3. If
b) PL = L*P; (4.2)

w, Qu(x) = M, then for the Sturm - Liouville operator (3.1) — (3.2)

the following equalities hold
D q(m—x) = q(x);
2) q(x) = q(x);
3) A1z + A= Azp + Azy;

4) (A12+A14) — Ajp+Aqy — Azp+Azy
Azy

where Pu(x) =

A24— A24— ’
Moreover, operators L and L take the following forms:
Ly = =y" +q(x)y, x € (0,m);

{% y(0) + y(m] +y'(0) —y'(m) =0,

A1,y(0) + Azpy(m) — Ayyy'(m) = 0.

Ltz=—-z"+q(x)z x € (0,);

{AA%A_ [2(0) + z(m)] + 2'(0) + 2'(m) = 0,
24
8142(0) + Az’ (0) + Appz(m) = 0.
Proof.
If PL = L*P, then z(x) = Py(x) € D(L"), where y(x) € D(L), thus

—y(0) + y(m) N A—y’(O) —y'(m) N A—y(n) +y(0) _

Agy > 24 > 12 > 0,
— yO0) +ym) _—y@+y©O0) __y' (@ —-y'(0)
Az — 5 + A3, > — Ay, > =0;

{(A_lz + A1) [y(0) + y(@)] + Azy[y'(0) — y'(m)] = 0,
A3z + A3)[y(0) + y(@)] + Ayuly’'(0) — y'(m)] = 0.

For unknown quantities y(0), y'(0), y(1),y'(1) we obtained the system of equations, therefore

A1s Az Az, O
A1, 0 Azz —Azs _ 02>
A +A1s Ay DAp+ A —Ay, '
A_32 + A_34 Ayy A_32 + A_34 —Ay4
Agy Dpy  Das Dy Agy Dpy  Dzs Dy
Aqp 0 A3z —Ag4 Ay + 014 Dpy Aszp+ A3y

Azp + A3y Dyy Az + Az, Ol MAzp + Az, Ay Azp+Az O
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Aiz iy fag Agp g4
= (Fha) Bz Hhig By Aip - Agy) =
Azz + A3y Azy Azp + Az

& + E Doy Azp+ Az — A1y — Ay
= (—A24) E + E Ay 0 =
Azy + Az Ayy 0

= (—02) (A3 + Azq — Ayp — Ay)Ay(Ayp + Ay — Azy — Azy) =

= 824171835 + Azy — Ag, — Agy|* = 0.
Since A247‘: O, then AlZ + A14= A32 + A34.

Summing up the boundary conditions (3.3), we have

(D12 +A10)y(0) + (Azz + A3)y(m) + Azuly’(0) — y' ()] = 0,

(D12 + A1) [y(0) + y(m)] + Az4[y'(0) — y'(m)] = 0.
Combining this equation with the first boundary condition (4.3), we receive

{(Alz +81)[y(0) + y(@] + Az [y'(0) — y' (m)] = 0,
(A12 +81)[y(0) + y(m)] + Az4[y'(0) — y'(m)] = 0.

This system of equations (4.5) has a non-trivial solution, therefore

A2+ A1s Agy

N e el
Ay + A1, Ay

Ayg(Dqz +A1y) — Dy (Byp +D14) =0,

Ay + D, _ Ay + Ay
Ay Az

Hence, the operator L has the following form

Ly = —y" + q(x)y, x € (0,m);

Ba2 ¥ 8aa )0y 4y ()] +9/(0) = y' () = 0,
B

A1,y(0) + A3y () — Apyy'(m) = 0.

(4.5)

We specify the boundary conditions of the operator L*, subtracting the second boundary condition

from the first boundary condition (3.3)", we get

(A14 = B34)2(0) + (A1 — B35)z(10) + Agy[2'(0) + 2’ ()] = 0.

From the formula 4.4 it follows that Ay, — Az, = A3, — A5, thus

(A14 — B34)[2(0) — z(m)] + Bz, [2' (0) + 2’ (m)] = 0,

— 34 ——
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A_A%A_ [2(0) — z(m)] + 2’ (0) + 2 (1) = O.

Consequently, the adjoint operator Lt has the following form
_ L'z==7"+q)z
A1q — A3y , reoN
— 20 —z(m]+2'(0) +2'(m) = 0,
24
8142(0) + Bp42' (0) + Aypz(m) = 0;
Further, the formula PL = L* P implies

PLy = P°[-y" + q(x)y] = =P[y" ()] + P[q(x)y(x)] =

_ V'@ +y'(m—x)  q0)y() +q(m —0)y(m—x)
T 2 * 2 ’

L+Py=L+[Y(x)+32'(”_x) -
__ Y@y m=x) q(x)y(x) tym=—x).

2 2
q()y(x) + q(m — x)y(m —x) = g(x)y(x) + g(x)y(m — x),
[q(x) —q()]y(x) + [q(m — x) — q()]y(mr —x) = 0,=> (4.6)
[qimr —x) — q(m —0)]y(mr — x) + [q(x) — g(mr — x)]y(x) = 0.

It is obvious that the system of equations for y(x) and y (7 — x) has a non-trivial solution, thus

_| 4 —-qk) qir—x) —q(x) | _
qx) —q(m—x) qw—x)—gl@—-x "~

[q(x) —q()]lq(m — x) — g(m — 2] = [q(mw — x) — gC)][g(x) — g(m — x)],
q(x)q(mr —x) —q(x) g(mr — x) — q(x) q(w —x) + g g(m — x) =
=q(m—x)q(x) —q(@ —x)g(r — x) — g(x)q(x) — g(x)g(m — x),

q(0)q(m —x) +q(x) g(m — x) = q(m — 0)g(w — x) + q(x)q(x),
q()[q(m —x) —q()] + q(m —0)[g(x) —g(r —x)] = 0,
[qC0) — q(mr — 0)][q(m —x) —q(x)] =0,
lg(x) —q(r =) =0,=> q(x) —q(r—x) =0;  (4.7)
From the formulas (4.6) and (4.7), we have
[q(x) —q()]y () + [q(x) —q()]y(mr —x) = 0,=>

[q(x) = q)][y(x) + y(mr —x)] = 0,=> q(x) —gq(x) = 0.
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Lemma 4.4. If
a) Ayy# 0;
6) LQ = QL",
then
1) q(m—x) = q(x);

2) q(x) = q(x),
3) Ay + A= Agp + Agy;

Aqg—A Aqg—A Azp—A
4) ( 14 34-) — ( 14 34-) — 32 12'
N—— —

Apy Apy Apy

A3zp—A1p
Az

z(x)—z(m—x)

where Qz = .

Moreover, the operators L and L* take the following forms
Ly ==y" +q(x)y, x € (0,7);
{% () +y@] +y'(0) = y'(m) =0,
A12y(0) + Azoy(m) — Azey’(m) = 0;
Ltz=—-z"+q(x)z, x € (0,m);

A24—

{& [2(0) — z(m)] + 2 (0) + z' () = 0,
A142z(0) + A,,2' (0) + Aj,z(m) = 0.

Proof.

IfLQ = QL* and z € D(L"), then y = Qz € D(L), therefore

z(x) — z(mr — x) , z'(x)+z'(mr—x)
y@) =T,y =
z(0) — z(m) z'(m) + z'(0) z(m) — z(0)
My—— o +thu——-— =0,
z(0) — z(m) z(m) + z(0) z'(m) +2'(0)
A, T 32 2 — A4 2 =0;
(D14 — D3z4) Z—(O);Z(n) + Ay (O)ZZ G 0, 49
(A2 — A3y) M AY M =0; '

It is obvious that the system has a non-trivial solution, therefore

A, —A A
A= A14 — A34 —AZ4 = =024 (814 — D34 + Ayp — A3y) =0,
12 32 24
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since A24¢ 0, then A12 + A14= A32 + A34. (49)
Subtracting the second boundary condition from the first boundary condition (3.3)", we get

(A4 — B34)2(0) + (A1 — A35)z(1) + Bpy[2'(0) + 2' ()] = 0
Due to the formula (4.9), this formula takes the form
(A14 = B34)2(0) = (Ay4 — B34)z(10) + Bgy[2'(0) + 2’ (m)] = 0,

A, —A
2 3%12(0) — z(m)] + 2'(0) + 2'(m) = 0.
Bor
Combining this boundary condition with the first boundary condition (4.8), we obtain
Ay — A
2234 2(0) — z(m)] + 2’ (0) + 2’ () = 0,
Ayy
A, — A5,
__312(0) — z(m)] + 2'(0) + ' (%) = 0.
k Ay
Ay —Agy 1
A= _A24_ —0 (A14 - A34) _ Ajy —Agy
A1y —Azy 1 ' Az Ayy
Az

Hence, the operator L* has the form
Ltz=—-z"+q(x)z x € (0,m);
Ay —A
% [2(0) — z(m)] + 2'(0) + z' (%) = O,
24
8142(0) + Bp42' (0) + Ayp2(m) = 0;

A14—Az4

where is a real quantity.

24
Summing up the boundary conditions (3.3), we get

(A2 +814)y(0) + (Az3 + A3y () + Agzy[y’'(0) — y'(m)] = 0,

Baz ¥ Bia 1)) 4y ()] +/(0) — ' () = 0.
Az

Consequently, the operator L has the form
Ly=-y"+qx)y, x€(0,m);

A%f“ [Y(0) + y(m)] + y'(0) — y'() = 0,
A1,y(0) + Az y(m) — Apyy'(m) = 0.

Further, from the formula LQ = QL*, we have

LQZ — LoZ(x) - ;(T[ —X) — _Z”(.X) _;”(T[ —X) + q(X)Z(x) —;(Tl_’ —X);
012 = Q-2 + qs] = - LD =2 =)
q(x)z(x) — q(m — x)z(m — x)
+ 5 ;
q(x)z(x) — q(x)z(m —x) = q(x)z(x) — q(m — x)z(w — x),
[ 80~ G0I) + a0 =)~ 4Wlatr =) =0, o)
[q(x) — q(m —0)]z(x0) + [q(r — %) — G(m — ) ]z(mw — %) = 0; '
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_| a0 —-gq) q(mr —x) —q(x) — 0
qx) —qm—x) q(r—x)—q(r—x) ’

[qC) —g()] - [q(m —x) — q(m — )] = [q(m — x) — q(x)] - [(x) — q(m — x)]
q(x)q(m —x) —q()g(m — x) — q(x)q(m —x) + gC)g(m — x) =
=q(m—x)q(x) — g(m — x)q(m — x) + q(x)g(x) + g(x)q(m — x);

q(0)q(m —x) + q(x)g(m — x) = q(m — x)q(m — x) + q(x)q(x),
q@)[g(m —x) —q()] + q(m — 0)[g(x) — q(mr —x)] =0,
[q(x) —q(m — )] [q(m —x) —q(x)] =0,
la(x) — q(m —0)* =0, => q(x) = q(w — ).
From (4.10) it follows that
[q(x) — q(0)]z(x) + [g(x) — q()]z(w — x) = 0,=>
[q(x) — g()][z(x) — z(m — x)] = 0,=> q(x) = g(x).

The proved Lemmas 4.3 and 4.4 yields the following theorem.

Theorem 4.1. If A,,# 0 and the following formulas hold
a) PL = L*P,

b) LQ = QLY;

then the operators L and L* take the following forms:

Ly =—=y" +q(x)y, x € (0,m);
{i [y(0) + y(m] +y'(0) — y'(m) = 0,

Azy
A1,y(0) + A3y () — Apyy'(m) = 0;

Ltz=—-z"+q(x)z, x € (0,m);

{% [2(0) — z(m)] +2'(0) +2'(m) = 0,
B142(0) + B342'(0) + Byzz(m) = 0;

where

1) q(mr —x) = q(x);
2) g(x) = q(x),
3) (A12+A14) — Ajp+A14 _ Azp+Azg

)

Apq Azq Azq
4) Big—A3zq _ (A14—A34) _ D32—417
Azq Az4 Azq

Further, from the formula PL = L*P we note that the operator L, = PL acts in the subspace H; =
PH, where H = L?(0, ). Supposing,
y() +y(m —x)
2 )

u(x) = Py(x) =

we receive
y'(x)—y'(r—x)

u'(x) = 5

— 38 ——
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Then Theorem 4.1 implies

A, + A
w(0) + =2—"24,(0) = 0,
Az

v(G)-o

Liu=—-u"+qx)u, X € (Og)

Ay, + A
u'(0) + 2—224(0) =0,
A24

u (g) =0.

z(x) — z(mr — x)
> )

Similarly, supposing

v(x) =

we get
zZ'(x)+z'(mr—x)
5 :

v'(x) =
Then from Theorem 4.1 it follows that

A,—A
v'(0) + —=—3%45(0) = 0,
A24-

o()-o

L,v =—-v" + q(x)v, x € (0, g),

A, —A
v'(0) + =2 3% 5(0) = 0,
A24-

T
v(3)=0
From the condition 3) of the proved Theorem 4.1 it follows the following equality
Ay + A= A1y — A3y
Supposing a = A,,, B = Ay, + A4, we rewrite the operators L, and L, in the form
n n
Liu=—-u"+qx)u, X € (OE)
{au’(O) + Bu(0) =0,
14 n — .
u (E) = 0,
T
L,y =—v" +q(x)v, X € (O, —),

av'(0) + Br(0) =0,
e

If spectrum of the operator L is known, then by Lemma 4.2 spectra of the operators L; and L, are
known. It is obvious that they form the Borg pair in the interval [0, %] By the Borg theorem spectra of

these two operators uniquely determine the Sturm-Liouville operator on the segment [0, %], and due to the

formula q(x) = q(m — x), on all the segment [0, r]. Theorem 4.1 is proved.
39
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MOTEHIUAJIbI CUMMETPHUSLIbI, AJI HHEKAPAJIBIK INAPTTAPBI AJKbIPAMAWTBIH
HTYPM-JINYBNJIJI OIIEPATOPBIHBIH KEPI ECEBI TYPAJIBI

AHHoTauusi. Byn eHOekTe MOTEHIMAIbl CHMMETPHSUIBI, HAKTBI Opi Y3IKCI3, aja IIeKapaiblK IapTTaphl
axbipamaiiteia LTypm-JInyBusun onepatopsiH Oip ClIEKTp apKbLIbl aHBIKTayFa OOJIATBIHBI KOPCETUIL. 3epTTey dici
OYpPBIHFBI OiCTep/IiH enidipiHe YKcaMaiabl XoHE OJ1 OMepaTop/blH IIIKI CHMMETPHUSACHIHA HETi3/IereH, al O 63
Ke3eriHjie MHBapUaHTThI KEHICTIKTEPIH CaJllaphbl.

Tyiiin ce3nep: Ilrypm-JInmyBwminig oneparopsl, cnekrp, Ltypm-JlnyBwuigin kepi ece6i, Boprrbeix
TeopeMachl, AMOapIyMSHHBIH TeopeMachl, JICBUHCOHHBIH TEOpEMachl, aXKBIPaMAWTHIH IIEKAPaNBIK [IapTTap,
CUMMETPHSUTBI TOTEHIINAT, UHBAPUAHTTHI KEHICTIKTEP.
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OBPATHAS 3AJAYA OIIEPATOPA IITYPMA-JINYBUJLJISA
C HE PA3JEJIEHHBIMU KPAEBBIMH YCJIOBUSIMHA U CUMMETPUYHBIM IIOTEHHHUAJIOM

AnHotauusi. B nmanHO# paboTe noka3aHa Teopema €IWHCTBEHHOCTH IO OJHOMY CHEKTPY, IUIS oIleparopa
[typma-JInyBUILIS ¢ HE pa3IeIecHHBIMU KPaeBBIMH YCIOBHAMHU U BEIIECTBEHHBIM HEIPEPHIBHBIM 1 CHMMETPHUIHBIM
MOTEHIMAIOM. MeToa WcclIeJOBaHUSI OTIMYACTCS OT BCEX HM3BECTHBIX METOIOB, W OCHOBAaH Ha BHYTPEHHIOIO
CHMMETPHIO OTIEPaTopa, MOPOKIACHHOTO HHBAPUAHTHBIMA TOANPOCTPAHCTBAMH.
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SEALING OF A LAYER OF A SOUND WITH EFFECT OF ELASTIC
PROPERTIES AND INHOMOGENEOUS BORDER CONDITIONS

Abstract. In engineering practice, the problems of compacting an earth medium of finite thickness possessing
an elastic property are of great interest. In this connection, the process of one-dimensional compaction of a three-
phase base with a water repulsion at a depth and under the influence of an external load, depending on time and
coordinate, is considered. In this case, boundary value problems for the partial differential equation are solved.
Moreover, the boundary conditions are not homogeneous. Calculation formulas for calculation of pore pressure
values, stresses in the skeleton of the ground and the value of precipitation for any time interval from the start of
loading t have been determined. Calculations from these formulas show that the precipitation curves for
inhomogeneous boundary conditions are, in their value, less than for homogeneous boundary conditions. In this case,
the stresses in the skeleton of the ground for inhomogeneous boundary conditions are smaller in magnitude than for
homogeneous boundary conditions and they tend to a certain asymptote

Keywords: Process, compaction, soil, parallelepiped, pressure, foundation, foundation, boundary conditions,
continuity of functions, differential equations, hypergeometric equations.

All existing works, except for a few, in the field of consolidation of elastic and elastically creeping
soils were solved for homogeneous boundary conditions, although they must be non-homogeneous. In this
connection, it is time to solve multidimensional problems of consolidation of soils with heterogeneous
boundary conditions and on the basis of the solutions obtained, to establish design formulas that make it
possible to ensure the strength of any building or structure.

Prof. N.M. Gersevanov at one time pointed out that static calculations of the bases do not give a real
picture of the work of the bases. In this connection, it is necessary to proceed to the study of processes in
soils that depend on time. In this case, as noted above, in soils of structures very often there are soils
impregnated with water, and the soil itself consists of groundwater filling the void between the soil
particles and the soil skeleton, consisting of a set of solid particles and bound water. They can be used for
compaction of soil massifs having large dimensions in comparison with the thickness of the layer. If the
surface of such a soil is taken as a conditional horizon, then before the load is applied, the head H in the
whole ground mass will be zero. At the first moment after application of the load, the head H in this
section of the ground surface will increase by an amount equal to, then, depending on the time, it will fall.
At all other points on the surface of the soil, the head remains zero. At the same time, at the points of the
ground not on the surface, a scalar field of heads is created, i.e. at each point the head rises to the value H,
which is a function of the point, and, in the future, also from the time t. If the field of heads is known, it is
possible in the future to determine a number of quantities depending on the pressure H. And an instant
increase in pressure produces an instantaneous pressure p [1-6].

Thus, the instantaneous application of a load on the surface of the soil is the cause of the appearance
of a field of heads accompanying the movement of water from points with a high head to a point with
hydrodynamic pressure. It can be calculated at any point in the ground mass, if the head function is
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known. And with a large load, the hydrodynamic pressure, trying to move the soil from under the bases,
can destroy it [7-9].

Below we shall consider the compaction of homogeneous soils having elastic properties with
inhomogeneous boundary conditions.

To the base of the building are layers of soil lying lower and toward the basement bottom, affecting
the stability of the vertical movement of the building. Depending on the task being investigated, they can
be represented as a ground layer of the final compaction power, a ground rectangle and a ground
parallelepiped.

In engineering practice, the problems of compacting an earth medium of finite thickness possessing
an elastic property are of great interest. In this connection, let us consider the process of compaction of a
three-phase base with a water repellent at a depth that is under the influence of an external load,
depending on time and coordinate [8,10-14].

The compaction of the soil is mainly determined by its compressibility. The compressibility of the
substrate depends on both the type of soil and the nature of the load. Dynamic loads cause considerable
compaction in sandy soils and a weak one in clayey soils. Long-acting loads on the contrary strongly
compact clay soils and weakly-sandy.

The phenomenon of compressibility of soils is very important in the design of engineering facilities
on a consolidated basis. At the same time, the deformation of the soil compression mainly occurs due to
the approach of solid particles to each other and is estimated by a change in the porosity coefficient with a
change in the compressive stresses in the soil skeleton 6. Determination of the relationship between the
coefficient of porosity and compressive stresses in the skeleton of the soil is usually made by laboratory
means in compression devices [9,12,15-16].

The equation of the compression curve of K. Terzagi [17] is represented by the logarithmic
dependence

e=—Aln(c+o,)+C, (1)

where A, 6, and C are the parameters of this dependence, determined from the experiments.
In the case of a relatively small change in the stress o, the curvilinear outlines of the compression
curve (1) can be replaced by a straight line, i.e.

E=-—a,0+4, (2)

where a( and A are the parameters of the linear dependence.

Moreover, a is called the coefficient of instantaneous compaction, and the larger the value of ay, the
more compacted the soil, therefore this parameter is called the coefficient of compaction. However, the
coefficient of compaction or compactability of the soil as the stresses increase gradually decreases.
Moreover, the compaction coefficients for weakly compacted clays reach values ay = 0.10-0.01 MPa, and
for compacted clays decrease to values @y =0.05-0.01 MPa [18-21].

Next, we will use the equation of mechanics of three-phase compacted soils, obtained in [16], which
will be written as follows:

p k(l+e&,) 0% p
ot % ozt

8

oe
—+pf'(l+e, 3)
ot d v

where ﬂ' — the coefficient of volume compression; & — the filtration coefficient; ecp - average porosity

coefficient; y - the volumetric weight of water; p - the pressure in the pore fluid.
Then the basic equation of compaction of the ground medium (3), which has the elastic property (2),
has the form

op ) azp oq
a 9w @

where
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1+ €.
cO = A=—032= (5)
7 [a+ﬂ(l+g )] at+p(l+e,)
Equation (4) for (5) is solved under the following initial and boundary conditions:
p(z,7)=q(z,7), ze€[0,h], z €[7,T]; (6)

p(0,0) =q(0,7))a(t), te[z,T],

7
Dl o, o< <l @
aZz=h

Conditions (7) are not homogeneous. In order to bring them to homogeneous conditions, we make a
change of the form

p(Z,t) :p(Z,t)—Q(Tl)EE(t) (3)
from whence

p(z,0) = q(1)-&(t) + p(z,7) ©

Bearing in mind (8) and (9), conditions (6) and (7) are reduced to the form

p(z,7)=q(z) [1-2(z))], (10)
p(0,1)=0,
@ _, (11)
oz|__,

In this case, the basic equation of compaction (4) is reduced to the form:
op o’p 0
Lo 2L ad, (12)
ot oz ot

where the constants, C ,El) , (A+1)are found from (5).

Below we define the solution of equation (12) for the initial (10) and boundary (11) conditions. This
solution satisfying the boundary conditions (11) can be represented in the form

Qi+Dr_
T R 13
Z (7)-sin o (13)

where Tl (¢) —is an unknown function depending only on t.
Expression (13) satisfies the boundary conditions (11). Indeed, from (13) for z=0 we have,
p(0,1) =0 and for z=h

(2i + 1)7[ L Qithr

ap o0
“w T.( z=0. 14
- ZO (1)-s 5 (14)

Consequently, expression (13) is a solution of equation (12), which satisfies boundary conditions
(11). Next, we find an unknown function. To this end, we substitute expression (13) in (10), then multiply

—— Y4 ——
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Qi+)7 l)7r

both sides of the resulting equation by sin , We integrate with respect to the independent

variable z from O to h. In this case we relatively obtain an ordinary differential equation of the form

a() COXT()=0.(1), (15)
Where
4(A+1) 6q
Q()_(21+1)7r o .

Equation (15) for (16) is an inhomogeneous differential equation, the particular solution of which can
be represented in the form

T, (0) = j 0,()-¢ V. (17)
The general solution of equation (15) with Q. (¢) =0
T, ()= C-e_c’(/l)i’zt
Then expression (13) is reduced to the following form
—:i C .oV +jQ (r)-e G -sin$z, (18)
i=0

where Ci - an arbitrary constant, which is found from the initial condition (10). And with =7,

1
4 .eC,(/)/llzr

Ci :m IQ(Tl)[l—&].

The solution (18) of equation (12) with (10) and (11) has the form

- ; D2 (i
1_7:_221 q(r))[1-=]-e e (A+1)I ey sm%z (19)
ot

i=0 7|

Expressing (19) in (9), we obtain the calculated formula for the pressure in the pore liquid, when the
boundary conditions of the compacted ground mass are non-uniform, i.e.

< T 1 2 _r
p(z,0) = Q(f)ae(t)+4zzl g(r)[l-2] e - 1)+(A+1)I VA g
i=0
XSinwz. (20)

2h
Then the stress in the skeleton of the soil will be calculated by the formula

o0

(D22 (47 y M2, .
o(x.0) = g1 -]+ -3 L ge -] oD T 4 (e [ LT
T i—o 2i+1 : or

wsin 2t D7 @1)
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It should be noted that from (20), (21) we have that p—0, c— ¢ for t—>o0.At the same time, for t—>T1,;
we find that p(z,7,) = q(7,), o(z,7,) > 0.

If we denote the ratio of the draft S , of a compacted soil mass that has elastic properties for any time

t to its total stabilized sediment S . » through

U 5 (22)
S,
Then
S = Uu-s_, (23)
where the degree of consolidation U is from
8 & V2 -7) (1)/13(:—1)
U=1-— t)l-e]-e Vr(4+1 ot (24)
TGOS +1)S q(z)[1 -] +( )le o
SOO has the meaning
S = aq(l-=)h (25)
1+ £,

Using formulas (20) - (25) and values fore ", calculate the pore pressure p(x,t), stresses in the
skeleton of the ground o (x,?) and the value § . of the precipitation for any time interval from the start

of loading t, respectively.
Let it be required to determine the draft of a soil base with a size of #=5, if the medium to be
condensed is characterized by the above parameters, and the external load varies according to law

q= 2¢”"* 1In this case, the integral in (20) is equal to the following quantity;
t ) 2 P4 M) 2 ) 2
J-a_q.ecV X (t-1) . 2e . e—[0,14—CV AN _e—[0,14—CV 17 (26)
ot C2 -0,14 ’
7 vV T ’

where k = 36-10"° sm/sec; B"=0,35 MPa; &, = 1,18; vy = 0,01 n/sm’; a, = 0,022 MPa we have that
k(1+eq) = 78,4810 * sm/sec; B (1+ep) = 5,4936:10 7 MPa; C,) = 0,0003923; A =0,048.

i

. 2

Ratio of pore pressure
to external load, p / q

0 10 20 30 40 50 60 70 80 S0 100 110 120 130 t(daY)
A — for homogeneous boundary conditions; @ — for & = 0,5; o — for & = 0,75; A — for a two-phase medium,;

Figure 1 - Curves of changes in pore pressure in time
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Using the relation (26) and the values CI(/I) ,A,/i? , ®&,0f the quantities, &, we obtain the numerical

values of the pressure in the pore fluid, the stresses in the skeleton of the soil and the sediment of the
compacted soil mass, the diagrams of which are given in Figures 1, 2, and 3.

The ratio of voltage to external load, 06/q

Sediment base sediment, S, m

0.8

0.6

0.4

0,2

0O 10 20 30 40 50 60 70 80 90 100 110 120 130
t(day)

A — for homogeneous boundary conditions;
e —fore=0,5 o-—fore=0,75; A— for atwo-phase medium;

Figure 2 - Curves of the changes in the sediment of the condensed massif in time

T T T T T T T T T T T T 1 t (day)
10 20 30 40 50 60 70 80 50 100 110 120 130

A — for homogeneous boundary conditions;
e —fore=0,5 o-—fore=0,75; A— for atwo-phase medium;

Figure 3 - Curves of stress changes in the skeleton of the soil

The precipitation curves for inhomogeneous boundary conditions show that for this case the vertical
displacements of any points of the condensed array are smaller in value than in the case of homogeneous
boundary conditions. In this case, the stresses in the skeleton of the ground for inhomogeneous boundary
conditions are smaller in magnitude than for homogeneous boundary conditions and they tend to a certain

asymptote.

It should be noted that recent work has been devoted to these questions [2-6,9].
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, ! M.Oye30B ateiHgarsl OHTYCTIK KasakcTan memiekeTTik yauBepcureTi, LIlpivkenT, KazakcTan;
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CEPHIMALTIK KACHETTEPI BAP 7)KOHE
IEKTECTIK KAFJAHWJIAPBI OPTEKTI TOIIPAK KABATBIH ThIFbI3JIAY

An"oranus. CepmiMIUTIK KacwerTepi Oapxep KaOaTHIHBIH COHFBI KaJNBIHIBIFBIH THIFBI3AY €cenTepi
WH)KEHEPIIK ToXKipuOe cajachlHIa KON KBI3BIFYIIBUIBIK TyFbI3amel. OchlFaH opail, CyFa Te3iMIi TEepeHTIKTe
JKOHEYaKBIT TeH KOOp)KMHATTapFa TOYeNAi CHIPTKBI CalMak OoiFaH Ke3fe YII Qas3aibsl Heri3geMeHiH OipTeKTi
TBIFBI3ANY YpHici KapacTeIpsUInbel. by skarmaiina, mepOec TyBIHABUIAD VINIH HIETTIK €CENTep INbIFapbUIajibl. ¢
eHei3ineen Ke30eH Gacman Ke3-KeleeH YAKblM apanblebl YuliH MEXETK KbICBIM p(X,f), TONBIPAK KaHKACBIHIAFbI
(KYpBUIBIMBI ?) KEpHEY KOPCETKIIITEP 0 (X,2) )KOHE MIeTIHII MOHIH S, eCenTell IbIFapy YIIiH ecentey (hopMyianapsl
anpIKTaIael. Ochl (opMynanap HeriziHie TaObUIFaH MoHAEp OOMBIHINA OPTEKTI IIEKTEC JKargaiiap YIUiH KHCBIK
HIeTiHAUIEP/IiH 631HTIK KepceTKilTepi OIPTEKTI IEKTeC KarJaiiap yiIiH KepceTkimrTepine Kaparania a3. CoOHbIMEeH
Oipre, opTeKTi LIEKTEC >KaFjaillap YIUIH TONbIpaK KaHKACBHIHIAFbl KEpHEY KOPCeTKIIITepi YJIKeHIri OoHbIHIIA
OIpTEKTI IIeKTec )KarJaiina yIIiH KepHeY KOepCeTKillTepiHe KaparaHaa TeMEH jkoHe ojiap Oeunirii Oip acMMOTOTKA
TaJIIIBIHABI.

Ty#lin ce3mep: yIepic, TOIBIpaK, MapajuIeNeNuIe],, KBICHIM, HeTi3lep, Herizaeme, IIeKTeC Karmaniap,
QyHKIMATIApIBIH Y3OIKCCI3Airi, muddepeHuanibl TeHaey, THIepreoMeTpHaIbl TeHICY
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VILIOTHEHUE CJIOSI TPYHTA, OBJIAJJAIOIIETO YIIPYTUM CBOMCTBOM
U HEOJHOPOJHOCTHIO TPAHUYHBIX YCJIOBUI

AHHoTauus. B WHXeHepHOH mpakThKe OONBIION HHTEpeC MPEACTABILIIOT 3aJa4d YIUIOTHEHHSA 3eMIITHON
cpeasl KOHEYHOH TONIIMHEL, 001aJaromieil yIpyruM CBOHCTBOM. B CBSI3HM ¢ 3THM paccMOTPEH IMPOIeCcC OJHOMEPHOTO
VIUTOTHEHHsI Tpex(a3HOrO0 OCHOBAHUS C BOJOYIIOPOM Ha TIyOHMHE W HAXOJAIICTOCS IOJ [SHCTBHEM BHEIIHEH
Harpysku, SaBl/ICHILIeﬁ OT BpECMCHU U KOOPJAUHATHI. le/l OTOM pEIIACTCA KPAaCBbIC 3aJa4n Jid YPABHCHUU B YaCTHBIX
IpoU3BOJHBIX. [IpryeM rpaHuyHbIE YCIOBUS HEOJHOPOIHBL.

OmnpeneneHpl pacyeTHbIC (OPMYJBI JJIs BBIYMCIICHUS 3HAYCHUI MOPOBOTO HaBICHUS p(X,!), HANPSIKCHUS B
CKeJleTe TPyHTa O(X,f) U 3Ha4eHHsI 0CaAKU S, JUIS JII000r0 MIPOMEKYTKa BPEMEHH OT Havasia 3arpyKeHus 7.

Boruncienus mo 3tuM (GopMyiTaM OKa3bIBAIOT, YTO KPHUBEIC OCAIKHU U HEOJAHOPOIHBIX TPAHMYHBIX YCIOBUH
[0 CBOEMY 3HAYEHHUIO MEHbIIE, YEM JUIsl OJHOPOAHBIX I'PAaHUYHBIX ycioBUMl. [Ipu 3TOM 3HaueHHs HaNpsOKEHUH B
CKeJIeTe TPyHTa JJIsi HEOAHOPOJHBIX IPaHUYHBIX YCIOBUM MO BEJIMYMHE MEHBLIE, YeM JJIs1 OAHOPOJHBIX I'PaHUYHBIX
YCIIOBHIA 1 OHU CTPEMSTCS K OTIPEAETICHHOW aCHMITTOTE

KiaroueBsie cioB: [lporecc, yIUIOTHEHWs, TPYHT, IMapajUleWIlel, NABJICHWS, OCHOBAaHWA, (yHIAMEHT,
TpaHUYHBIC YCIOBHS, HEMPEPHIBHOCTh (DYHKIIHHA, nuddepeHaTHple  YpaBHECHUS, THIIEPTeOMETPHUYCCKIE
YpaBHEHUSL.
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THE METHODOLOGY OF CREATING AN INTELLECTUAL
ENVIRONMENT OF INCREASING THE COMPETENCE
OF STUDENTS BASED ON A BAYESIAN APPROACH

Abstract. Artificial intelligence is widely used in solving various problems in various fields of science. The
actual use of artificial intelligence methods to create an intellectual environment to improve the competence of the
student. Recently, research into the most popular use of artificial intelligence has been the use of Bayesian network
apparatus. When creating an intellectual environment for improving the competence of a student, the Bayesian
approach is promising. At present, the theory of Bayesian networks is used in various fields of science and
production in solving various applied problems. There is a fairly large number of software products for working with
Bayesian networks. These products are divided into commercial and free. To implement the mathematical ideas of
the Bayesian network, the BayesialLab application software package is well applied and is one of the high-quality
software products that specializes in artificial intelligence technologies. With the help of the package Bayesialab,
you can explore, edit, analyze and determine the model of the Bayesian network. This article provides definitions of
various scientists to the term "competence" and explores the possibilities of using Bayesian networks in the
formation of students' competence in the direction of information technology. For the formation of students'
competencies in the field of information technology, a generalized algorithm and a general architecture of the
intellectual environment have been developed. In order to improve professional competence in education, it leads to
an increase in the competitiveness of specialists, an improvement in the content, methodology, and updating of the
corresponding educational environment. In the formation of competence, a number of technologies are applied:
cognitive-oriented, activity-oriented, personality-oriented. The approach used in the formation of competencies is
used to simulate the quality of student knowledge. The level of competence depends on the method chosen.

Keywords. Bayesian network, student competencies, knowledge mobility, method flexibility, critical thinking,
Bayesialab software package.

1 Introduction

The development of modern information technologies allows to determine the competence of
students in the educational system through information means. This includes the creation of an intellectual
environment for the formation of students' competence.

VM Shepel introduces knowledge, skills, theoretical training to competence [1]. Definitions for other
competences (V.Landscheer, P.Simonov, M.A.Choshanov) do not contradict this. For example,
Landshereer understood the competence as a combination of in-depth knowledge and ability to fulfill the
task [2]. P.V. Simonov's commitment to the task, M.A.Choshanov pays attention to the content
(knowledge) and procedural components of competence [3].

It is necessary to take into account the following criteria for competence development: mobility,
flexibility and critical thinking. Finding the right information and explaining the information creates
mobility of knowledge. Flexibility is the organization of the use of information in different ways.
Transforming information, finding evidence, and making decisions form critical thinking. By building
these skills into the trainee, we will reach the required competence.
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Table 1 - An example of a set of questions for competence assessment and competency assessment is given to the students.

Levels of competence determination To be competent Sample questions for the assessment
Being able to find the information you | (... who, ... what, ... when, ... what is the
need and to be able to explain the | meaning, ... what is the main idea, ... the

Mobility of knowledge information. This allows the student to | keyword, ... define, define the formulas
be knowledgeable and to explain, to be write, type description, find
able to convey his knowledge. dictionary ...), 1 - 10 questions.

It should be able to use information in | (... how, why, what, what, what, what,
various situations. That is, the student's | how, ... what differences are there ...

Flexible method flexibility, the ability to adapt quickly to | give examples, ... solve different ways,
any situation increases. ... make a root brief), 11 - 20 questions.
They should be able to convert | (... find the error, because ... what are the
information, find arguments, interact | criteria, what are the advantages and

Critical Thinking with the game, and make decisions. | disadvantages, ... hypothesis, support
Through these qualities, the student's | arguments, or counter arguments), 21 -
confidence in himself, his courage, and | 30 questions.
his ability to be courageous increases.

Currently, Bayes' approach is a promising aspect in solving applied problems in various research
areas as well as deep neural networks [4,5]. Mathematical methods and computer technologies are widely
used in biology, technology and medicine. The technique of a monotheist gives precise solutions and
theoretical development of these sciences [6].

The method of monotheism is not only rapidly developing in the field of science and technology, but
also in the field of education rapidly. The method of education is used to determine the quality of
education of students in education, testing systems and competence of students.

The following structure of the article is proposed: the second chapter provides a literary review of the
application of the Bayesian approach in various fields of study. The third chapter defines the problem
statement. The fourth chapter describes the architecture of the intellectual environment of improving the
competence of the student in the field of IT based on the Bayesian approach. The fifth chapter describes
the methods and results of the study. The sixth chapter is devoted to the discussion of the findings. At the
end of the article, a conclusion is given and a list of references is given.

2 Literature Review

The actual use of artificial intelligence methods in various fields of research [7]. The only way to
define competence is to build a student model. The student model can be based on different approaches
(neural networks, neuro-fuzzy logic, fuzzy logic, Bayes Networks). The student model is one of the basic
components of intelligent computer learning systems. It contains fairly complete information about the
student: his level of knowledge, skills and abilities, ability to learn, ability to perform tasks, personal
characteristics and other parameters. The student model is dynamic, i.e. changes during the course, in the
course of working with the system [8].

The first models of students were described in the works of P.L.Brusilovsky [9], V.A. Petrushina [10]
and others. In these works, it was shown that knowledge support is needed to support learning, about
learning strategies and methods, and learning about learners. A large number of approaches, specific
models and formalisms were proposed for the model representations that are used in organizing the
learning process. In [11], it is noted that measuring the level of students' competence with the help of their
answers to test tasks is a typical problem of probabilistic reasoning. The two most frequent cases, in view
of which uncertainty arises, are called in the foreign literature the terms miss and otgadka. Students may
randomly answer the wrong question, the answer to which they know - this situation is called a miss.
Also, students may randomly guess the correct answer or write off a task. Such a case is called a clue.

The article [12] describes the general scheme of work with a list of competencies that are formulated
in the standard of training. Examples of assessing the level of competence formation are considered.

Bayesian networks are a handy tool for describing fairly complex processes and events with
uncertainties. The basic idea of building a network is the decomposition of a complex system into simple
elements. To integrate individual elements into a system, the mathematical apparatus of probability theory
is used. This approach provides the ability to build models with many interacting variables for the
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subsequent development of efficient data processing and decision-making algorithms. From a
mathematical point of view, the Bayesian network is a model for representing probabilistic dependencies,
as well as the absence of these dependencies [13].

To describe the Bayesian network, it is necessary to determine the structure of the graph and the
parameters of each node [14]. This information can be obtained directly from the data or from expert
assessments. Such a procedure is called learning the Bayesian network [15].

As noted in [16], the Bayesian network is a common choice of researchers for describing the fuzzy
connection between student achievements and their competences in many research projects. Since the late
90s of the last century, models based on Bayesian networks have been actively used in the development of
computer-aided learning tools [17].

The structure of the Bayesian network reflects the structure of students' knowledge, and is a tool with
which you can make judgments and assessments regarding the level of student readiness, as well as make
decisions [16].

In [18], Bayesian approaches to building student models were classified into three types. The first
type of models in which experts determine the network structure, as well as initial and conditional
probabilities. The second type is models aimed at maximizing efficiency by limiting the structure of the
network. The third type is data-based models that use data from previous experiments to generate a
network structure and probability values.

The attractiveness of Bayesian models lies in their high performance, as well as in an intuitive
representation in the form of a graph [19].

In [20], the problem of knowledge modeling with adaptive testing of students in a given discipline is
considered. The structure of the training course involves the division of discipline into chapters, and each
of the chapters, in turn, corresponds to a set of concepts. Testing includes a set of test items, each of
which may require ownership of one or more concepts. In turn, the possession of each of the concepts
may be necessary to perform one or several test tasks. This work uses a Bayesian network with binary
variables, associated disciplines, topics, concepts, and questions (assignments). Conditional probabilities
for variables are set by the teacher.

In article [21], the Bayesian network was used to describe the fuzzy connection between the student’s
achievements and their competences. The structure of the Bayesian network reflects the structure of
students' knowledge and is a tool with which you can make judgments and assessments regarding the
level of student readiness.

In the study [22], the relationship between test problem sets and the rules for solving them is modeled
on the basis of the Bayesian network. [21] described methods and algorithms for learning the structure of
a Bayesian network with hidden nodes based on the available training data.

3. Task setting

The task definition is formed as follows; it is necessary to form the competence of the student in the
direction of IT using the Bayesian approach.

When solving such problems, which require the consideration of uncertainty, the Bayesian approach
is promising.

The Bayesian approach is based on the Bayes theorem, which is described as follows [23]:

_ P(B| A)P(4)

P(A| B) P5)

where, P (A) is the a priori probability of hypothesis A; P(A|B) - the probability of hypothesis A when
an event B occurs; P(B|A) - probability of occurrence of event B with the validity of hypothesis A;

P(B) - the total probability of an event B.

Using the Bayes formula, you can more accurately recalculate the probability, based on previously
known information and new observations.

To form the competence of the students, it is necessary to consider the following: mobility, flexibility
and critical thinking factors. Finding the right information and explaining the information creates mobility

— 50 ——
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of knowledge. Flexible method organization of information usage in different situations. Transforming
information, finding evidence, and making decisions form critical thinking[24].

4 Architecture of the intellectual environment for improving the competence of the student in
the directionof IT basedon the Bayesianapproach

The overall architecture of the Intelligent Environment is shown in Figure 1 below. Our main goal in
creating such an environment is to educate IT students about the course and bring them to some
competence. We used a bundle to determine competence. We have designed competencies based on three
criteria and developed a system of questions on each criterion. We determine the competence of the
student through this system of questions. These criteria are closely interconnected.

Laborat Laborato Rubric Midterm
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ory work research control Exam
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e - i
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critical

flexibility thinking

(... who, ...what, ...
when, ... what is the
meaning, ... what is
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on dictionary)

(... how, why, what,
what, what, what,
how, ... what
differences are there
... give examples, ...
solve differentways,
... make a root note)

(... find the error, ...
what, what are the
criteria ... what are
the advantagesand
disadvantages, ...
make assumptions, ...
provide arguments
that support or
contradict)

Figure 1 - Intellectual environment architecture

Advantages of the Intellectual Environment:

- It helps to define the competence of students.

- Many visual aids for teachers are offered in English.

- Allows you to study at any convenient location and at any time.
- Efficiently combines learning and new technologies.

- Makes everyone equal opportunities for quality education.

5 Research methods and results

For the solution of the report, we build a network of partners within the framework of the report. For
variables and probability links, we will use experts for individual points.

BayesialLab [25] A very powerful system has been working for about 20 years. Today
BayesiaLab'sBayesia is the software market leader for working with Bayes networks. You can work with
the Bayesia Engine API (Java Application Library). The disadvantage of this complex is very expensive,
but you can download a 30-day free version (you can not save a network).

The accounting net is shown below.
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Figure 2 - Bayesian network

Bayesian networks are one type of probabilistic graphical models. A graphical probabilistic model is
a probabilistic model, in which the graphs show the dependencies between random variables [26].

The Bayesian Faith Line is a probabilistic-graphic model (that is, not directed to cycles without
directed cycles), which is a cyclically oriented graph, the vertices of which are random elements, and the
boundary between the edges is the conditional dependence. Each random element is characterized by the
probability distribution function, random elements of binary, can be multidimensional and continuous
[27].

The mathematical apparatus of Bayesian networks was proposed in the mid-1980s by the American
scientist J. Pearl. Methods for computing, learning Bayesian trust networks are developed in the works
[21,24,28-31].

From a mathematical point of view, the Bayesian network is a model for the representation of
probabilistic dependencies, as well as the absence of these dependencies [31].

We define competencies based on three criteria. They include knowledge mobility, flexibility, and
critical thinking. These 3 criteria are closely interconnected.

Competence
Mearn: 0428 Dey: 0244

“Yalue: 0428
36.96% I Knowhok

2813% MethFlexi
33.891% Criticthink

Figure 3 - Determination of competencies by 3 criteria

%
]

Let's define the competence of random students to the subjects of information technology. We do not
know that this student has the ability to study information technology, and in many cases have the ability
to use information and explain information. In this case, high probability - 3%.

Mean: 0.560 Dev: 0146
Walue: 0.580 (+0.072)

52.08% Low
43.85% Medium
3.18% high

Figure 4 - Determination of competence of random student to discipline
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We are aware that the student has the ability to study information technology, to have the ability to
access information and explain information in various situations, and to have the ability to transform
information, find evidence and make decisions. In this case, we see that high probability - 63%.

fean: 0.842 Dew: 0108
Yalue: 0.842

9. 40%

27 76%

62.84%
I

Figure 5 - Definition of competence of the special student for discipline
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When determining the competence of the mobility, we pay attention to the ability to find the
necessary information and to explain the information.

]
]
e
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e
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Figure 6 - Definition of mobility competence of knowledge

When considering the competence through flexibility, we consider the ability to use information in
different ways.

MethFlexi
fean: 0577 Deyv: 0184
Walue: 0577

27 .06%
37.03%
J2ET%

Figure 7 - Determine the competence by using a flexible method
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When determining competence by critical thinking, we pay close attention to modifying information,
finding arguments, and making decisions.

Criticthink
Kean: 0.607 Deyv: 0.194
Yalue: 0607 (-0.003

convirt
findArgu
makeCeci

31 .33%
I 11%
31 .56%

Figure 8 - Determination of Critical Thinking Competence

The following enlarged algorithm of forming the competence of a teacher in the direction of IT has
been developed.

Step 1. We define the criteria for the competence of students.

Step 2. Build up the 3 criteria for competence build up.

Step 3. We build a network of 3 by the criteria. We use the BayesialLab package to build bayes
network. Variables and Probability We use experts for individual relationships. (Fig.1)

Step 4. We define individual competencies on each criterion. That is, knowledge mobility, flexibility,
critical thinking. (Fig.5-7)
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Step 5. Total 3 criteria and their items are interconnected. Under these 3 criteria, we determine the
overall competence of IT-trainees. (Fig.2)

6. Discussions

Conducted research and numerous publications on this topic prove the relevance of applying the
Bayesian approach in the formation of students' competence.

The competence of the trainee in the intellectual system is based on three main criteria: mobility of
knowledge, flexibility of the method and critical thinking boyish zhetiledi. Proceeding from this, one can
come to the conclusion that, first, knowledge, not just information, is rapidly changing, dynamic, varied,
which needs to be able to be found, separated from unnecessary, translated into the experience of one’s
own activity. Secondly, the ability to use this knowledge in a particular situation; understanding how to
get this knowledge. Thirdly, an adequate assessment of oneself, the world, one’s place in the world,
specific knowledge, their necessity or uselessness for their activities, as well as their method of obtaining
or use. This competence is determined on the basis of one of the methods of the artificial intelligence of
the Bayesian approach. The results of this approach contributes to the effective selection of educational
resources, choose an individual learning path.

7.Conclusions

Thus, a methodology has been developed for creating an intellectual environment for improving the
competence of a student in the field of IT based on the Bayesian approach. As a result of the study: a
literature review was conducted on this issue, an architecture of the intellectual environment was created,
and an integrated algorithm was developed to form the competence of a teacher in IT.
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! AKIapaTThIK )KOHE €CENTEYIIl TEXHOIOTHsIap HHCTUTYThI, AniMaThl, KazakcTas;
28n—d>apa6n atbiHarel Kasak yITThIK yHEBEpCcHTETI, AnMatel, Kasakcran

BAMEC TOCLJITHE HETI3JEJI'EH AKITAPATTBIK TEXHOJIOTUSIJIAP BAFBITBIHJIA
BIJIIM AJTYIIBIUTAPABIH KY3BIPETTIJIII'TH APTTBIPY YIIIH
SUATKEPJIIK OPTAHBI K¥YPY 9JIICTEMECI

Annotanusi. JKacaH/pl MHTEUICKT FHUIBIMHBIH TYPJI calaiapblHIa 9pTYPJi MAcelelepAi IIelryie KeHIHeH
Konpanbuiaabl. CTYISHTTIH KY3bIPETTUICIH apTThIpy VIIIH 3HATKEPIiK OPTaHbl KYpy VIIIH JKacaHAbl MHTEJUIEKT
onmicTepin mnaiiganany e3ekti. COHFBl YaKbITTapla jKacaH/bl MHTEIUIEKTE €H TaHbIMaJ KOJIIAaHY/bIH 3epTTeyJiepi
Baifec oxemimik ammapaTthlH TaiganaHy Oosbim  TaObUTagel.  CTYAEHTTIH KY3BIPETTUNCH apTTBIPY  YINiH
MHTEJUIEKTYyal bl opTaHbl Kypyaa baiiec Tociminin kxenemeri 30p. Kasipri yakpirra baitec xemninepiHiH TeopHsChI
TYpJl KOJMAaHOAIBI MOCENeNep/Ii NICHIye FhUIBIM MEH OHIIPICTIH 9p TYpJii canaiapbiHaa KoJIaHbUIansl. baiiec
JKEIIUIEpIMEH JKYMBIC iCTeyre apHayFaH OariapiaMaliblk OHIMAEPIIH JKeTKUIiKTI caHsl Oap. Byn enimaep
KOMMEpLISUIBIK JKoHE TeriH OesiHexmi. baifec JkeliCiHIH MaTeMaTHKaJbIK MJIEsUIapblH JKY3€re achlpy YIUiH
BayesialLab KochIMIIAcHIHBIH OarmapiaManblK MakeTi JKakchl KOJJIAHBUIFAH JKOHE JKAaCaHIbl HHTEJUIEKT
TEXHOJIOTHSUTaphIHA MaMaH/IaHFaH KOFaphl caraibl OaraapiiaMalblK eHIMAepAiH Oipi 6oxsn TadsIanel. Bayesialab
MakeTiHiH keMeriMeH baiiec emiciHiH MOZAETIH 3epTTey, OHACY, Talnay KoHe aHBIKTayra Oomansl. byn makamana
«KY3BIPETTUTIK» TEePMUHIHE OPTYpii FaIbIMAAPABIH aHBIKTAMallapbl OCpUITeH >KOHE aKMapaTTHIK TEXHOJOTHsIIAp
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OarpITBHIHIA CTYIOCHTTEPIIH KY3BIPETTUIIrH KaibImTacThipyna baifecTik >kemijepai maimanmaHy MYMKiHIOIKTepi
3epTTenmi. AKMapaTTHIK TEXHOJOTHSIAP calachlHAa CTYACHTTEPHIH KY3BIPETTUNTiH KalBINTACTBIPY VIIiH
WHTEJUIEKTYaJAbl OpTa OPTaK AaJTOPUTMi JKOHE JKANIBl apXUTEKTypachl Xacainmel. bimim Oepymeri kociou
KY3BIPETTUIMH apTThIpy VIIIH  MaMaHIapAblH Odcekere KaOUIETTLNIrIH apTThipy, »KaKCapThUIFAH Ma3MyH,
O/liCHAMAChIH JKETUIIIpyre JkoHe THicTi OuriM Oepy opTachlH IKaHApTyFa anbinl  Keneai. Ky3bIpeTTimikTi
KQJIBINTACTBIPY ~ Ke3iHAe OipKaTap TEXHONOTHSIAp KOJJAHBUIAZbl: KOTHUTHBTIK-OarIapiaHFaH, KbI3METKe
OarbITTANIFaH, TYJIFalbIK-Oarnapianrad. Ky3bIpeTTUNKTI KaJbIITacThIpyla KOJJAHBUIATBIH TACUI CTYACHTTEPAIH
OiJ1iM carmachelH MOIEIIBACY YIIIH KOJAaHbLIa A6l KY3bIpETTUTIK JCHIeHi TaHIaIFaH diCKe OaiIaHbICTHI.

Tyiiin ce3nep: Baiiectik xemninep, OLTiM arybUIAPABIH KY3bIPETTLIIr, OUTIMHIH YTKBIPJIBIFBI, HKEMALTIK 9JicCi,
CBIH TYPFBICBIHAH oiutay, Bayesialab konnan6anesl OarmapiaMa makeri.
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0.K. Mamsip6aes'?, A.C.IlaaxmeroBa'?, ILB.CeiicentexoBa’

' MHcTuTyT MEQOPMALIMOHHBIX M BHIUMCIINTEIBHBIX TEXHONOTHH, AnMarsl, Ka3akcTas;
’Kasaxckuil HAlHOHAbHBII yHHBepcHUTET nMeHH anb-Papadbu, Anmarsl, Kazakcran

METO/I0JIOT Ul CO3JIAHUS HHTEJUIEKTYAJIbHOM CPE/IbI TOBBIIIEHUS
KOMIETEHTHOCTH OBYYAIOHIEI'OCsI 1O HAITPABJIEHUIO IT HA OCHOBE
BAUECOBCKOI'O ITIOAXOJA

AnHotanus. VICKyCCTBEHHBI WHTEIUIEKT MIMPOKO WCIIONB3YEeTCS NPH PEHICHHH PasziINdHBIX IMPOOIeM B
pa3MHYHBIX 00JacTAX HAayKH. AKTYaJlbHO IPUMEHEHHE METOIOB HCKYCCTBEHHOTO HHTEIUICKTa IS CO3JaHUS
WHTEJUIEKTYyaTbHON CpeAbl TOBBIMICHUS KOMIETEHTHOCTH oOydaromerocs. llocienHee BpeMs B HCCIIEOBaHHUSIX
HanboJee MOMyJIIPHBIM HAIPaBICHHUEM HCIIONIB30BaHM NCKYCCTBEHHOTO MHTEIUIEKTa CTaJI0 MPUMEHEHHE ammapara
GaifecoBcknx cereil. [Ipm co3maHMM WHTEIUIEKTYyallbHOH CpEAbl TOBBIIIEHUS KOMIIETEHTHOCTH OOydalomerocs
MEPCIEKTUBHO IPUMEHEHNE OaliecOBCKOro moaxoza. B HacTosmiee BpeMs Teopus 6aileCOBCKIX CeTel MCIONIb3yeTcs
B Pas3jIMYHBIX O6J'laCT$[X HayKM W HOPOU3BOACTBA NpHU PCUHICHUW PAa3IMYHBIX MNPUKIaJHBIX 3adad. CyIJ_[eCTByeT
JIOCTATOYHO OOJBIIOE KOJMYSCTBO MPOrPAMMHBIX IMPOAYKTOB JJisi pabOThl ¢ 0OalieCOBCKMMHU ceTsMmu. JlaHHBIC
NPOJYKTHI ICNSATHCS Ha KOMMepUeckre 1 OecruiatHbie. sl peann3aiuy MaTeMaTHYecKUe ujed 0alileCOBCKOM ceTH
XOpOIIO MPUMEHSETCS IAaKeT MPHUKIAIHBIX mporpamMMm Bayesialab u siBisieTcss OIHUM U3 BBICOKOKAYE€CTBEHHBIX
MPOTPAMMHBIX TPOJIYKTOB, KOTOPBIN CIICIMATM3UPYETCS HAa TEXHOJOTHMSIX HMCKYCCTBEHHOro wuHTemiekTa. C
MOMOINEI0 TMakeTa Bayesialab MoxHO wHcCieoBaTh, pEAaKTHPOBATh, AHAIM3HPOBATH W OINPEICIHUTH MOJICIH
OaifecoBckoif cetn. B maHHOW cTaThe HMaHBI ONpENENeHUS pPAa3NUYHBIX YUYCHBIX TEPMHHY «KOMIICTCHIUS» U
HCCIIEIOBAHBI BO3MOXKHOCTH HCIIONIb30BaHMS 0alieCOBCKUX ceTell mpu (popMUPOBAHIH KOMITETCHIIUN 00yYarOIINXCs
[0 HAIPaBICHUIO WH(MOPMANMOHHBIX TeXHONIOTHH. J[1s GopMupoBaHHUS KOMITETCHINH OOYYAIOMIMXCS MO HAIpaB-
JICHUI0 MH(POPMAIMOHHBIX TEXHOJIOTHH pa3pa0oTaH OOOOIICHHBIH AITOPUTM KM OOINAs apXUTEKTypa HHTEIUIeK-
TyalbHOH cpeabl. i COBEpIICHCTBOBAHMSA MPO(GECCHOHATIBHON KOMIIETEHTHOCTH B 0Opa30OBaHUM TNPHBOAWUT K
MOBBILICHUIO KOHKYPEHTOCHOCOOHOCTH CIIEIMAIMCTOB, YJIYUIIEHHIO COJEp)KaHHs, METOJOJOIUI0 U OOHOBJICHHIO
COOTBETCTBYIOLIEH 0oOpazoBaresbHOI cpeabl. [Ipy GOpMUPOBAHUM KOMIETEHTHOCTH IPUMEHSIIOTCS PSIJi TEXHOJIO-
TU: KOTHUTUBHO-OPUCHTUPOBAHHAA, ACATCIbHOCTHO-OPUECHTUPOBAHHAA, JIMYHOCTHO-OPUCHTUPOBAHHAA. HOJIXO,H
HCTONB3YEMBIH MpH (HOPMUPOBAHUN KOMIICTCHITUIA UCIIONB3YETCS I MOJICIHPOBAaHUS KauecTBa 3HAHUN CTYJICHTA.
YpOBEHBKOMIETEHTHOCTH 3aBHCHUT OT BHIOPAHHOTO METO/1A.

KiroueBble ciioBa: baifecoBckue ceTH, KOMIIETEHTHOCTH OOyd4aromierocsi, MOOWJIBHOCTH 3HaHWH, T'MOKOCTb
MeTOJa, KpUTUIHOCTH MBIIIUICHHS, TIAKeT MPUKIaTHBIX Tporpamm Bayesialab.
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DETERMINATION OF THE POWER INTERACTION
OF THE HYDRO TURBINE GRID WITH A FLUID FLOW
FOR A DOUBLE-ROTOR MICRO HYDRO POWER PLANT

Abstract. The problem in given article consists in definition of power interaction of a lattice of the turbine with
a liquid stream. The moment on the driving wheel is equal to change of the moment of quantity of movement of a
proceeding liquid. To find the moment and capacity on a driving wheel shaft, it is necessary to define kinematic
parameters of the stream which is flowing round a lattice of a wheel. At calculation new the blade systems the return
problem of the theory of lattices is used. The return problem consists in definition of the form of a profile under the
set law of distribution of speed (pressure) on a profile contour, and as in definition of power interaction of a stream
and a lattice profile. For durability calculations of water-wheels it is necessary to know the hydrodynamic forces
operating on the blade of the driving wheel. Analysis and study of the peculiarities of electromagnetic calculation
disk generator in static mode does not allow to evaluate the work make full disk generator. This regard, studies have
been conducted dynamic mode disk generator. Studies and calculations were carried out by computer simulation
using the program «Ansoft Maxwell».Us essentially new design of micro hydroelectric power station with double-
rotor the hydro generator is offered.

Keywords: water, method, calculation, spiral chamber, micro hydro power station.

1. Introduction

Renewable energy resources are gaining global attention due to depleting fossil fuels and harmful
environmental effects associated with their usage. Hydro, wind, solar, biomass and geothermal energies
form the bulk of renewable energy sources; among which hydro power offers one of the most exciting and
sustainable proposition. Traditionally, hydropower has accounted for the bulk of the renewable energy
production in the United States. The primary energy use in the U.S. in 2011 was 28,516 TWh/yr of which
only 9% came from renewable [1]. Traditional hydroelectric or micro-hydro facilities contributed 35% of
total renewable energy production [1]. However, growth of conventional hydropower plants are limited
due to limitations on the number of available natural sites, large capital (initial) investment, pay-back time
and environmental concerns. In lieu of this, marine and hydrokinetic (MHK) systems offer many
advantages: these are portable systems with small initial cost, no large infrastructure and easy and quick
deployment [2-5]. A study conducted by Electric Power Research Institute (EPRI) for US rivers estimated
hydrokinetic power potential of 12,500 MW [6, 7]. This study was based on conservative assumption of
turbine array deployment for rivers with discharge rates greater than 113 m3/s and flow velocities greater
than 1.3 m/s. A study conducted by EPRI evaluated many, but not all tidal energy sites in U.S. and
estimated 115 TWh/yr of tidal energy[6, 7]. These estimates show potential of MHK systems.

Hydrokinetic turbines (HKT) are a class of low head energy conversion devices which convert kinetic
energy of flowing water into mechanical work [8, 9]. Tidal and marine current turbines also fall into
similar category of (lift-drag) devices which utilize hydrodynamic blade shapes to derive power from
flowing fluid. Depending on the flow direction of water relative to the axis of rotation, HKT can be
classified as horizontal axis and vertical axis turbines. The performance of these turbines is governed by
the three non-dimensional parameters defined below: (a) tip-speed ratio (TSR) that is defined as the ratio
of blade tip speed to fluid speed; (b) solidity (o) that is defined as the ratio of blade chord length times the
number of blades to turbine circumference; and, (¢) Reynolds number.
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Over the last decade, the hydrodynamics of HKT has been investigated using computational fluid
dynamics (CFD) [10-12] and laboratory scale experiments [13-15]. Blade-element-momentum (BEM)
analysis which forms the backbone of wind turbine rotor design can be used for HKT design [16]. Apart
from BEM, a series of inexpensive CFD tools based on the solution of the Euler or Navier-Stokes
equations like panel method and vortex lattice method can be used for aerodynamic/hydrodynamic
analysis of these devices [17]. In addition, computationally expensive techniques that involve solving
Reynolds-averaged-Navier-Stokes equations (RANS) with turbulence models has been successfully used
for hydrodynamic analysis of HKT [10, 12, 18]. Consul et a/ .[10] performed a two dimensional CFD
analysis to understand the influence of number of blades on performance of cross flow turbines and found
improved performance with higher number of blades. Higher solidity turbine performed better at low tip
speed ratios and low angles of attack [10]. Duquette and co-workers [12] performed experiments and 2-D
numerical analysis to study the effect of number of blades and solidity on the performance of horizontal
axis wind turbine. The numerical analysis was performed using BEM and lifting line based wake theory
[12]. The knowledge base derived from aerodynamic/hydrodynamic analysis of wind/hydrokinetic
turbines can be used for further design optimization study. Most of the optimization studies for wind
turbines [19- 21] were focused on maximizing coefficient of performance and annual energy production
(AEP). Selig and Coverstone-Carroll [19] used a genetic algorithm (GA) for optimizing AEP and cost of
energy of low-lift airfoils for stall regulated wind turbines (wind turbines that have their blades designed
so that when fluid speeds are high, the rotational speed or the torque, and thus the power production,
decreases with increasing fluid speed above a certain value that is usually not the same as the rated speed).
Belesis[20] presented GA for constrained optimization of stall regulated wind turbine and found it to be
superior to classical optimization methods. Researches were conducted in the given work and
optimization cone a sucking away pipe. Transformation of kinetic energy to energy of pressure to a
sucking away pipe occurs to losses of some part of energy. On length of a pipe they can be divided into
losses on a friction and expansion. The more diffuser pipes, the there is less than loss of kinetic energy,
however with increase diffuser increase as hydraulic losses in tap. Losses in a sucking away pipe reduce
effect of restoration of energy. Calculations show that losses on a friction make insignificant size, and the
cores are losses on the expansion, increasing with corner increase cone, and losses on an exit which size
decreases with corner increase cone as the area of target section thus increases [21].

This paper explores the rotor core and pole double-rotor hydro generator for micro hydropower
plants. To assemble the rotor core double-rotor hydro generator used forged multifaceted steel sheets
thickness of 1-2 mm without insulation coating, where the number of faces of the core will match to the
number of poles double-rotor hydro generator. Investigated the creation of EMF double-rotor hydro
generator in one conductor. When calculating, EMF double-rotor hydro generator. Guides phase-shifted
by the same angle a, and describe a circle. The induced EMF in them is equal in value but opposite in
direction. Therefore, the EMF coiled twice EMF one conductor. Hydro generator designed with different
number of poles, sometimes quite large. We studied double-rotor hydro pole is clearly synchronous
generator with two poles. All along the bore north and south poles of the stator pole 2p double-rotor hydro
generator has a p-wave magnetic field. Therefore, we can distinguish two pole divisions as one period of
the magnetic field and treat them as some elementary machine -one period. Circle real model double-rotor
hydro generator attributed the electrical angle of 360 (electrical degrees) or 2p.Each geometric degrees
double-rotor hydro generator corresponds to p electrical degrees elementary machine. For double-rotor
hydro generator which is a low-power not exceeding 1,000 V and a capacity of less than 100 kW is used
in designing a single-layer winding, which is to operate in a safe and cost-effective [22].

2. Experimental investigation

2.1. Apparatus

The major factor defining structure of a stream in the driving wheel, power interaction between the
moving blade and a liquid which creates the driving wheel moment is.

If we will consider flows of a separate profile the infinite established stream on infinity from a profile
not indignant stream which is characterized in the constant speed V ., drawing 1 is had. As approaching a
profile its influence on a current all becomes stronger that is shown in a curvature of lines of a current and
change of distances between them. Over a streamline profile of a line of a current are condensed, and
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under it to be rarefied. As the expense between two lines of a current is constant, over a profile of speed
increase in comparison with V , and under a profile decrease. According to the equation of Bernoulli at

the expense of change of speed of a current pressure over a profile should go down, and under a profile to
rise. It creates power influence of a stream on a profile.

)7

L

—

Figure 1 - A profile Flow

The driving wheel has a number of identical blades in regular intervals located on a circle under the
form, limited to concentric surfaces of rotation or planes. A problem of the hydrodynamic theory of
lattices is current definition in a rotating lattice of any form.

The problem decision in a general view for a lattice of any form difficultly, therefore we will present
a current in the schematized and simplified kind fig.2.

Figure 2 - A driving wheel General view

For the water-wheel of a surface of a current represent planes, perpendicular axes of rotation, and a
current on different surfaces the identical. On various flat surfaces of a current there is a flow of identical
lattices under the form. The difficult spatial current is approximately led to a flat current. For the decision
of a problem of a flow of such kind of spatial lattices it is necessary to find the decision of a flat problem.
The section of a lattice a plane, a perpendicular axis of the turbine, gives a flat circular lattice.
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The problem consists in definition of power interaction of a lattice of the turbine with a liquid stream.
The moment on the driving wheel is equal to change of the moment of quantity of movement of a
proceeding liquid. To find the moment and capacity on a driving wheel shaft, it is necessary to define
kinematic parameters of the stream which is flowing round a lattice of a wheel. At calculation new
noracTHeIX systems the return problem of the theory of lattices is used. The return problem consists in
definition of the form of a profile under the set law of distribution of speed (pressure) on a profile contour,
and as in definition of power interaction of a stream and a lattice profile. For mpounoctHbIx calculations of
water-wheels it is necessary to know the hydrodynamic forces operating on the blade of the driving wheel.

In a general view for a viscous liquid it is necessary to search for the decision of problems from the
equation of Nave - Stokes of movement of a viscous incompressible liquid

dv

dat

=F —Zgradp + vv%9 (1)

DR

—_—
-

dv
Where Fri full acceleration of a particle of a liquid; F' - acceleration from mass forces;

1 g
5 grad p - acceleration from pressure forces; vV29- acceleration from forces of viscosity.

For a flat problem in projections on axes of co-ordinates (1) will register in a kind

dvy 1dp 0209y

= F, -2 20 4 D0
at X  pox dx2 dy? 2
dv 10 929 229
R (e e
dt Y poy dy?2 dx?
Euler's equation of movement of an ideal incompressible liquid
v _ = 1
e
i ;gradp (3)

Differs from the equation of Naveir - Stocks absence of the third member in the right part, caused by
viscosity presence. Use of the equation of Euler it is possible only when the member including
acceleration from forces of viscosity, is small in comparison with other members of the equation. It is
029, 029,
9xz ~ 0y2

possible if a liquid a little viscous, having small factor of kinematic viscosity and size etc. in

(2) were insignificant.

At a flow of a body a liquid on a surface a tangent speed is equal to zero, i.e. a liquid, sticks to a
surface. At removal from a body speed rather quickly increases within an interface. Outside of an
interface change of speed from a point to a point the insignificant. Therefore, outside of an interface it is
possible to neglect influence of viscosity and to consider that liquid movement submits to the equation (3)
received for an ideal liquid.

Us essentially new design of micro hydroelectric power station with double-rotor the hydro generator
is offered. The principle of work of micro hydroelectric power station with double-rotor the hydro
generator essentially does not differ from mukpo HYDROELECTRIC POWER STATION, only in one
hydraulic stream two driving wheels which are located vertically on work one axis one after another and
rotating, thus every which way rather to each other fig. 3.

— 62 ——
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Figure 3 -The Circuit diagrammed double-rotor micro hydroelectric power station
and model double-rotor turbines

Installation as follows works. Installation consists of two independent vertical driving wheels 10 and
11, located one over another. Each driving wheel has the shaft of rotation 3 and 4. On external a floor to a
shaft 4 with the help radials - the basic bearing 5 the tank - a float 2 fastens. It is not placed double-rotor
the generator 1. In the middle of a hollow external shaft 4 it is established radials - the basic bearing 6 on
which internal ring takes place an internal integral shaft 3 bottom driving wheels. Each driving wheel
consists from: the top and bottom rim 7, blades 9 and before a wing 8. Two turbines are divided among
themselves by a dividing plane 12 and protected by a metal grid 13. At installation immersing on water
installation work is carried out as follows: the water stream arrives on turbines and they start to rotate
every which way at the expense of various installations of blades and before a wing. The bottom driving
wheel it is connected to a rotor of the generator by means of an internal shaft and rotates clockwise. The
top driving wheel it is connected with stator the generator by means of an external shaft and rotates
counter-clockwise. Thus rotation of a rotor and stator is carried out rather each other in the opposite sides
that provides increase in frequency of crossing with a magnetic field of an electric winding of the hydro
generator.

Such technical decision allows to avoid presence of the animator for increase in frequency of rotation
of a rotor as in the classical generator. Moreover there is a possibility to simplify a design such double-
rotor the hydro generator and to lower it mass dimensions the sizes.

The blade looks like an asymmetrical aviation wing with mpenkpsiikom which back form has the
roundish form. The profile before a wing has the segment form. At a flow of a firm body the stream is
exposed to deformation that leads to change of speed, pressure, temperatures and density in stream
streams. In drawing 4 the settlement model of interaction of a water stream with the turbine blade is
resulted. P - full hydrodynamic force, a resultant of all pressure forces and viscosity of a water stream; Y -
hydrodynamic force is a projection of full hydrodynamic force to a perpendicular to a vector of speed of a
running water stream; Q - front resistance - a projection of full hydrodynamic force to a vector of speed of
a running water stream; P’, Y’, Q’, similar hydrodynamic forces that operate on fixed mpeakpbuIKH.
Apparently from settlement model, about a surface of a streamline body the area of variable speeds and
pressure is created. Presence of various pressure on size at a surface of a firm body leads to occurrence of
hydrodynamic forces (Y, P, Q) and the moments. Distribution of these forces depends on character of a
flow of a body, its position in a stream and a body configuration. On the top surface of a body, in a place
of the greatest momxkatus streams, according to the law of indissolubility of streams will observe local
increase in speed of a stream (V) and, hence, pressure reduction. On the bottom surface stream
deformation will be less and, hence, less change of speed and pressure.
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Figure 4 - The Hydrodynamic forces operating on the blade with npeaxpsuikom

Knowing a spectrum of a flow of a body, it is possible to count up size of pressure for its each point
and thus to judge sizes and character of action of hydrodynamic forces. As on various points of a surface
of a streamline body pressure forces different in size operate, their resultant will be distinct from zero.
This distinction of pressure in different points of a surface of the moving blade is a major factor causing
occurrence of hydro dynamic forces.

2.Results

The most important characteristic is the synchronous hydro generator rotor speed, which allows you
to get the necessary speed standard values. As can be seen from the formula 1, an increase in hydro-
generator rotor speed n reduces the number of pole pairs p.

p=60-f/n ®)

To increase the hydro-generator rotor speed must increase flow or pressure hydraulic flow in the
supply of the micro hydro generator. However, increasing the hydraulic parameters of micro hydro
generator is not always possible and expedient.

In the case of hydro-generator, as seen from (1), requires fewer pairs of poles than the conventional
hydroelectric generators because at a certain value of rotor speed can be obtained by hydro-generator
stator speed in the opposite direction with the same values (Fig. 4) . In this case the rotation of the rotor
and stator of hydraulic, as already indicated above, is carried out with respect to each other in the opposite
side. This leads to an increase in the frequency of crossing the magnetic field of electric generator
windings. This principle of doubling the speed will hydro generator.

Produced analysis and study of electromagnetic calculation hydro generator including a selection of

the main dimensions of the stator and rotor hydro generator show that the number of winding turns Wy,
the inner diameter of the stator core hydro generator D (0) is almost two times less than traditional hydro

generator W1, D1. These results can be achieved only in the case of the hydroelectric principle, which
generally leads to a reduction in the geometric and mass-dimensions hydro generator.

— (4 ——
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wy = N”%’I“ = 180 )

Dy=6+ 069Dy, = 90,18 mm (10)

wy = Nf‘%‘j'ql = 594 (1)

Dy =6+ 0.69-0Oy, = 12675 mm (12)

where - W - the number of windings hydro generator; p = 1 - number of pole pairs hydro

generator; N1 = 60, the number of effective-conductors in the slot hydro generator; 1= 3, the number
of slots hydro generator; a; = 1, the number of parallel branches in the stator winding hydro generator;

Dy-inner diameter of the stator core hydro generator; Dy = 122 mm -the outer diameter of the stator
core hydro generator; W; the number of windings of traditional hydro-generator; p = 2, the number of
pole pairs of the traditional hydro-generator; N 1-99-effective amount of conductors in the groove of
traditional hydro-generator; q_1 = 3, the number-hydro generator traditional slots; D1 - inner diameter of

the stator core of traditional hydro-generator; Dy = 175mm,-the outer diameter of the stator core of
traditional hydro-generator.

Analysis and study of the peculiarities of electromagnetic calculation disk generator in static mode
does not allow to evaluate the work make full disk generator. This regard, studies have been conducted
dynamic mode disk generator. Studies and calculations were carried out by computer simulation using the
program «Ansoft Maxwell». During the simulation studied the characteristics induced EMF in the stator
winding disk generator. On Fig.8.shows a fragment of the moment and the magnetic induction field lines
at time t = 0.2sec.

Voltage (V)

002 004 006 008 01 012 014 016 018 02 022 024
Time (s)

Figure 9 - Voltage waveform disk generator
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3.Conclusion

Thus, in the first proposed new scheme for micro hydro disk generator with new technical solution
and its structure. The analysis and study of electromagnetic processes by modeling disk generator shows
that the creation of hydro-generator for micro hydro gives doubling speed hydro-generator, which allows
to reduce the number of pole pairs, the number of windings, as well as to reduce the inner diameter of the
stator core. This generally leads to a reduction of geometric and mass-dimensions of hydro-generator and
as a result reduce the cost of micro hydro. In addition to these calculations, the computer simulation
shows a complete dynamic stability of hydro-generator, which is characterized by forms of voltage and
the induced emf (Fig. 9).

As a result of calculations the greatest influence on power indicators of the generator renders: width
of a groove and size of an air backlash. From drawing § it is visible that at increase in number of grooves
at a pole, the factor of dispersion of a pole that is an effective indicator for electric cars decreases. From
this it follows that with reduction the width of a groove, increases its number of grooves on magnet of
wires stator, the number of grooves thereby increases by one pole.

M. Kaaumoanae, M. Axmer:kanoB, M. Kynenoaes

EKI POTOPJIBIK INATBIH THJIPOSJIEKTPOCTAHIIUS YIITH CYUBIKTBHIK AFBIHBIMEH T'HIPO
TYPBUHAJIBI TOPJIbIH DHEPTETUKAJIBIK O3APA OPEKETTECYIH AHBIKTAY

AnHotanus. bepiireH mMakanana CYWBIKTBHIK aFBIHBIMEH TYPOWHANBIK TOPJBIH SHEPIETUKANBIK ©3apa dpPeKeT-
TECYiH aHbIKTay TaObutaabl. KO3FanTKBINI OHTENETIHACTI COTTE JKYPETIH CYWBIKTHIKTBIH KO3FAJbIC CAHBIHBIH
e3repyiHe TeH. Ko3FanTKpII qeHreseri OUTriHiH coTi MEeH KyaThlH Tal0y YIIiH JeHTeJIeK TOPIBIH aifHaJachbIH/Ia aFbIIl
JKATKaH arblHHBIH KHMHEMATHKAIBIK [apaMeTpiepiH aHblkTay KaxkeT. JKaHa »ky3rimn kyienepai ecentey KesiHgie
TOpJIap TEOPWACHIHBIH KaWTapy Moceneci Konmaneutanpl. Kaitapy moceneci OeifiHII KOHTYypFa >KbULAaMIBIKTHI
(KpICHIM) O6JIy 3aHBIMEH JKOHE aFbIHHBIH KOHE TOPJIbI IPOQUIIBIIH ©3apa OPEKETTECYiH aHBIKTAY CHSIKThI IPOQUIIb-
IiH (opmaceiH aHbIKTayAaH Typansl. Cy HeHreneKkTepiHiH OepiKTiriH ecenTey YIUiH JKeTEeKIIi JAeHTeNleK KY3iHIe
KYMBIC ICTEWTIH THAPOIMHAMHUKAIBIK KYIITEPAi 01Ty KaxeT. J{MCK TeHepaTOPBIHBIH 3JIEKTPOMArHUTTIK TeHepaTop-
JIIH CTATHKAJIBIK PEXXUMIIE EPEKILIENIIKTEPIH 3epTTeY KOHE Tanaay )KYMBICTBIH TOJIBIK MCK T€HEPATOPBIH kKacayblHa
MYMKiHAIK Oepmeiini. OcblFaH OailylaHBICTBI, 3epTTEYJIep AMHAMHUKAIBIK PEKHM JUCK T€HEPaTOphl JKYPri3iimi.
3eprreynep MeH ecentep «Ansoft Maxwell» GarmapmamMachiH KOJIAaHA OTBIPHIT KOMITBIOTEPIIK MOJACIB/CY aAPKBLIBI
Kyprizingi. Exi poTopisl THAPOIIEKTPOCTAHIUAMEH Oipre MUKPOAJIEKTPOCTAHIIUSHBIH KaHA JU3aiHbI YCHIHBUIFaH.

Tyiiin ce3aep: cy, a1ic, ecentey, Cmpangbpl KaMepa, MUKPO3JIEKTPOCTaHIIHSL.

M. Kaaumoanaes, M. Axmer:kanoB, M. Kynenoaes
WuctutyT nHdpopManmoHHbIX U BeaucInTe bHbIX TexHonoruii KH MOH PK

OINPEJIEJIEHUE CUJIOBOTI'O B3AMMO/IEVICTBUSA FHI[PQTYPBI/IHHOFI CETKH
C IOTOKOM KUJIKOCTH JIAA ABYXPOTOPHOU MUKPO I'9C

AHHOTanus. 3a7a4a B JJaHHOM CTaTbe COCTOMT B ONPE/IEIECHUN CHIIOBOTO B3aHMMOJICHCTBHS PELIETKH TYPOHHBI
C TOTOKOM J>KHIKOCTH. MOMEHT Ha pabodyeM Kojece paBeH H3MEHEHHI0O MOMEHTa KOJIMYECTBA JIBH)KCHHS
MPOTEKAIOIIEeH KUAKOCTH. UTOOB HATH MOMEHT M MOIIHOCTH Ha Baly pabouero xosieca, HEOOXOJUMO ONPEIEIUTh
KMHEMaTHYEeCKUE MapaMeTpbl MOTOKa, OOTEKaIoIIero pemerky Koieca. [Ipu pacuere HOBBIX Oiela-cucTeM
HCTIOJB3YyeTCs 0OpaTHast 3a1a4ya Teopuu permerok. OOpaTHas 3ajada 3aKIIF0YaeTCs B ONMPeNeIeHHN (HOPMBI PO
[0 3aJaHHOMY 3aKOHY pacIpeAeleHHs CKOPOCTH (JIaBJICHUS) IO KOHTYpPY HpOQWiIi, a Tak e B OIpPEAeICHUH
CHJIOBOTO B3aMMOZEHCTBHS IIOTOKA M PO pereTky. s pacueTa JONTOBEYHOCTH BOASHBIX KOJIEC HEOOXOIUMO
3HaTh TUAPOANHAMHUYECKHE CHIIBI, AEHCTBYIOIINE Ha JIONACTH pabodero kojeca. AHAIN3 U U3y4eHHE OCOOEHHOCTEH
AJIEKTPOMArHUTHOTO pacyueTa JUCKOBOIO TeHeparopa B CTATHUECKOM pEXHUME HE I03BOJISIET OLEHUTH paboTy
MOJIHOTO JIMCKOBOTO IreHepaTopa. B cBsi3u ¢ 3THM OBUTH MPOBEIEHBI HCCIIEOBAHUS TUHAMHYECKOTO PeXUMa paboThI
JIMCKOBOTO TeHeparopa. MccienoBaHusi M pacyeThl MPOBOAWINCH ITyTEM KOMIBIOTEPHOI'O MOJEIMPOBAHUS C
UCII0NIb30BaHKeM nporpamMMsel «Ansoft Maxwell». [Ipeanoxena npuHIMITHaIBHO HOBast KOHCTpyKuus Mukpo ['DC ¢
JIBYXPOTOPHBIM THIPOTEHEPATOPOM.

KuioueBble ci1oBa: BoJia, METO, pacueT, ciupaibHas kamepa, Mukpo ['2C.
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NUMERICAL MODELING OF CONTAMINATING SUBSTANCES
DISTRIBUTION IN RESIDENTIAL AREAS

Abstract.In this study, a numerical simulation of the contaminants distribution in a street canyon and the effect
of barriers on this process were carried out. To solve this problem, a Reynolds-averaged Navier-Stokes equation was
used. To solve this problem, a turbulent DES model was used, which showed good results for the test problem. To
test the mathematical model and the numerical algorithm, the test problem was solved. The obtained numerical
results were compared with experimental data and the results of modeling by other authors. After checking the
mathematical model and the numerical algorithm, the main problem was described considering the process of
pollutant emission between houses using different barrier heights. As a computational area, a model of a street
canyon was taken with a ratio of sides that ranged from 0.05 m to 0.2 m. As shown by numerical modeling, the
presence of barriers leads to the appearance of an additional vortex in the space between objects, which increase as
their height increases. As a result, it can be observed that most of the contaminants are trapped between them. In the
course of various studies it was revealed that the presence of barriers along the roads reduces the concentration of
harmful substances in the air. So when using a grass barrier height of 0.1 m, the concentration value falls into the
section x=0.05 m more than 1.5 times as compared without using barriers. Thus, it can be said that barriers provide
good filtration of polluted air, which has a detrimental effect on the environment and human health.

Keywords:air pollution; pollutantsdispersion; concentration fluctuations; high concentration; transport; urban
street canyon.

1. INTRODUCTION

Today, statistically, it can be observed the high level of an urbanization that led to the fact that people
began to move more often to the large cities with rich infrastructure. All this caused rapid growth of urban
population around the world which only amplified with development of science and technology. If in the
middle of the last century the rural population were twice more than urban, then in 1990 43% of world's
population lived in the cities, and these are 2.3 billion people. By 2015 this number grew to 54% or 4
billion people, and, according to forecasts, by 2030 about 60% of world's population will live in the cities
[1]. Big cities involve the high level of pollution to the environment as in the large cities, the main source
of air pollution (70-80%) are exhaust gases of cars, with growth of urban population the number of
harmful emissions in the atmosphere sharply increases. High air pollution considerably increases
incidence of the population. In this regard, the purpose of this work is studying of pollutants distribution
in the cities and influence of acoustic barriers on this process.

A large number of researches were conducted to study this problem. For example, in research
influence of stability conditions of the atmosphere on pollutants distribution of city canyons [2] which
showed that at emergence of an air pollution source it was observed instability of air flow, the involving
emergence of a whirlwind between buildings on site of collision of two flows. In other paper [3] was
estimated influence of different conditions to temperature stratification on pollutants distribution near the
uninsulated multi-storey building. From all numerical models, according to results, the LES model gives
more exact forecasts of speed for neutral conditions, than for others. Also influence of billboards on
pollutants distribution on streets with a different party’sratio of H/W where W — width of a canyon, H —
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height of a canyon was estimated [4]. The case with H/W=2 shows smaller concentration of pollutants,
than a case with H/W=1. With a versatile source vertical and two-layer billboards result in larger
concentration, than side and single-layer.

In paper [5] was applied k-¢ turbulent model to an influence research at presence of the buildings
located against wind on pollutants distribution in the multi-storey building. According to results, existence
of buildings above on a current has a significant positive effect on ventilation of the building at the
oblique winddirection, than at normal impact of wind as they have an insignificant impact. In other
similar research [6] authors applied the LES model to studying of the air pollution impact caused by cars
on air quality in rooms of buildings with natural ventilation in close proximity to the carriageway. In this
work influence of such factors as distance from the carriageway to the building, the wind speed, particle
size, arrangement and the size of a window were studied.

In paper [7] dispersion of the pollutants which are thrown out from a source on the bottom of a city
canyon caused only by thermal buoyancy force created by the heated outside surfaces of the building and
a bottom of a street canyon was investigated. They also considered how the different horizons (skylines)
will influence deduction of pollutants in city canyons. In paper [8] was carried out computational
modeling of pollutants dispersion in canyons with different ratios of the parties with using DES. This
research shows that for street canyons with W/H=1 and W/H=2 the upper corner of a leeward wall will be
a zone of the contaminating impurityaccumulation, and in case of W/H=2 such zone can arise in the
middle of the lower part of a canyon. In paper [9] was applied LES to define whether it is possible to
classify flow models on some identified modes in a three-dimensional canopy of the city building and to
define the main features of distribution of pollutants in the different modes of a flow.

Also influence of chemical reactions, chemically active pollutants on structure of a flow and
dispersion of pollutants was investigated. In paper [10] was conducted a research to study influence of
bimolecular reactions and city configurations on concentration and transfer of pollutants of air at the city
microlevel. The LES model in combination with second ordered speed constant model was used for
computer simulation. In the paper [11] developed and implemented a computational model of
hydrodynamics in combination with the mechanism of carbon communications of IV (CBM-IV) for
studying of chemically active pollutants dispersion in urbanareas. With use of this model dispersion of
reactive pollutants in a street canyon above with a ratio of the parties of equal 1 m is investigated.

In paper [12] the research for definition influence of computing parameters, such as permission of a
grid, step size on time, on characteristics of Navier-Stokes's (RANS) equations with Reynolds-averaged
stability model, a method of large vortex method (LES) and model with the deferred vortex simulation
(DES) was conducted. According to results, the LES model gives the most exact forecast of pollutants
distribution in comparison with results of an experiment in the wind tunnel. In the paper [13] used the
system of modeling Quick Urbanand Industrial Complex (QUIC) for a research of influence of buildings
presence on dispersion of exhaust gases in the city. In point comparison concentration of vehicles
emission was usually higher for a case with buildings because ofthe increased holding time of pollutants
in street canyons. However, it is possible to observe the return when concentration in all area was on
average lower for a case with buildings.

Influence of trees presence on distribution of pollutants was investigated in paper [14]. Authors
developed new structure (framework) of modeling, the connecting LES and Lagrangian stochastic model
(LSM) for this purpose. Results of this research showed that trees which are higher than building height,
have the most considerable impact on distribution of pollutants and on air flow in general.

There were many experiments on a research of flow structure in city street canyons. In paper [15]
made an experiment to investigate interaction between inertially managed flow caused by surrounding
winds, and the flow caused by force of buoyancy and uneven walls heating of a canyon.

2. Mathematical model

Computer simulation was carried out with use of the DES model which represents a combination of
the LES and RANS models. The LES method is used for modeling of certain areas of a flow, and RANS

for an interface. The new parameter determinedasd = min(d,C, A) where A = max(Ax,Ay,Az)is the

large scale of a cell of a grid, and C,, - empirical values, in our case equal 0.61, guarantees the correct
switching of the modes between LES and RANS.

des
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Main equations of the LES model:
Ou,
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where u;andu; components of speed, p — pressure, p — density, with — concentration of the

contaminating impurity and ¢— viscosity. RANS was used in an interface for increase in accuracy of
modeling near a wall. It was used the Realizable k — & model which is improvement of the Standard k — &
model. Kinetic energy of turbulence is defined as:

0 0 0 L, | Ok
—(pk)+—(pku,)=— +~~ |— |+P, +P, —pc-Y,, +S
or (ok) ox, (oku ;) ox, (ﬂ O'kj ox, T, =P M T

0 0 0 7 g
— +— )=—"| u+ +pC.S. +C, C P +S
P (08) o (pat;) ax, Kﬂ O'gj ,} PGS, —pC,———= P \/— 36 TO;

J
where

/iag’)

C = max{O.43, i} n=sk s- 55
n+5 &

Turbulent viscosity:
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Where (€2;) the tensor of average speed of rotation observed in the frame of reference rotating with
angular speed wy. Ag and A is defined as:
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Model constants:

C,=144,C,=19,0,=10,0, =12
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3. METHOD OF SOLUTION
It was used a semi-implicit method for the equations connected with pressure, or SIMPLE [16-19] for
correction of pressure. The SIMPLE method was developed and presented by Spalding and Patankar [16].

4. DESCRIPTION OF AN EXPERIMENT

It is supposed that the direction of wind is perpendicular to a street canyon. Circulation in a canyon is
caused by a flow over a canyon. In the lower part of the camera center the line of a source of pollutants as
in figure 1 was placed.

Inlct

D24 ||~ T T e

| ; |
| . e
| r -1 |_ e S ol iy 171 | I

|0 |
L0 |
v ||
K-‘;- __-I'_J | -:I
1 04 * —— 0N
Line source

Figure 1— Geometry of a test problem

A mixture of air and ethylene C,/{, with a concentration of 1.2% was used as pollutants. The speed

of the air flow over the canyon was equal to 1 m/s, the speed from the linear source was equal to 0.1923
m/s.

5. COMPUTATIONAL MODELING

As estimated area the model of a street canyon with the ratio of the parties equal to 1 was used. As in
this research it wants to estimate influence of barriers presence on distribution of pollutants, it was needed
to add a wall for their modeling. Such walls are located as on the right, and to the left of the line of a
source. Modeling was carried out for 3 different heights of barriers: 0.05 m, 0.1 m and 0.2 m.

Figure 2 — Task geometry with different type of a barrier with height

Computer simulation was carried out on Ansys 18.0 on a heterogeneous grid with a scale which will
increase from a bottom up to top of geometryfield. The space near the line of a source has the smallest slot
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pitch equal to 1 m, and the space over a canyon has slot pitch of 5 m. Thus, grids for these three
geometries have 3706717, 3921432 and 4357700 elements for height of a barrier of 0.05 m, 0.1 m and 0.2
m respectively, as in figure 2.

6. RESULTS AND DISCUSSION
In figure 3 mean values of velocity components on for all the time of calculation is represented.

Figure 3 — Mean value of components of speed

In figure 4 lines of current for different heights of barriers are represented. It is possible to notice how
in process of increase in height of barriers new whirlwinds appear and amplify. Thus for h=0.2 m flow
direction near a source of the contaminating impurity changes on opposite.

In figure 5 distribution of concentration of the contaminating impurity in a street canyon where it is
visible that with a barriers height of 0.2 meters concentration of pollutant between barriers considerably
increases in space is represented.

Figure 4 — Lines of current for different heights of barriers
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Figure 5 — Distribution of concentration of the contaminating impurity

In figure 6 it is shown a velocity profile. In figure 7 the concentration profile is represented.
Apparently, from drawings barriers reduce concentration of the contaminating impurity approximately
twice at X=0.05 m, and leads to insignificant increase in concentration at X=0.95 m. At the same time
whenbarrier height of 0.2 m the most part of pollutant remains in space between barriers and in general
reduces concentration near houses.
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7. CONCLUSION

Computational modeling of the contaminating impurity distribution in a street canyon with barriers to
different heights was carried out. For computational modeling the DetachedEddySimulations (DES)
model which showed good accuracy at a solution of a test problem was selected. To check model the test
problem, results which showed that the selected model is suitable for computational modeling was solved.

As show results of modeling, existence of barriers has significant effect on distribution of the
contaminating impurity. Concentration of impurity on leeward of a canyon decreases approximately
twice, and from less windy party slightly increases though apparently from the received diagrams it is still
twice lower, than on leeward. At the same time concentration of pollutant between barriers considerably
increases in space. Proceeding from it is possible to tell that barriers provide protection of houses not only
against noise, but also against the contaminating impurity which are thrown out air vehicles.
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TYPFBbIH YA AYMAFBIHJIAFBI JIACTAYIIBI 3ATTAPJIBIH,
TAPAJYBIHBIH CAHABIK MOJAEJIAEYI

AnHoTanusi. ByJ 3epTreyie kellle KaHbOHBIHJAFBI JTACTAYIIBI 3aTTAP/IbIH TAPAYbIH CaHJBIK MOJCICY JKOHE
OCHI y/iepicKe KefepriiepiH ocepi kyprizingi. byn moceneni ey yuriH PeliHonb/c opraiiananranbl OOibIHIIA
Hagwe-Ctokc TeHzeyi KoamaHbsuiabl. by moceneni memy yiria DES TypOyneHTTIK MoOJieli KOJIIaHBUIIBL,0M TECT
TarChIPMachl YILIIH aKChl HOTHXKENEp KOepceTTi. MaTeMaTHUKallbIK MOJIENb/I KOHE CaHJBIK aJIrOPUTMII TEKCepy
YIIIH TECT TAlChIPMAChl MICHIUIAI. AJIBIHFAH CaHIBIK HOTIDKENICP 3KCIEPUMEHTANIBIK JICPEKTEPMEH JKOHE 0acka
ABTOPJIAP/BIH YIITUIEY HOTHIKEIEPIMEH CANBICTHIPHUIIbL. MaTeMaTHKAIBIK MOJENbIl XOHE CaHIBIK alrOPUTMI
TEKCEPreHHEH KeWiH YWIep apachlHIaFbl JIACTAYIIBl 3aTTapIblH SMHCCHS TPOLECIH ECEeNKe ajia OTBIPHII,
KeJeprijiepIiy op Typii OWIKTIKTepiH maigananyja Herisri Minaertepi cunartanran.0,05 m-gen 0,2 M-re aeHiHri
JTUAITa30H/IaFbl apaNIBIFBIHIA APAKATHIHACKH Oap Kollle KAHFOHBIHBIH MOJIENI €CEeNTIiK aitMak peTiHme ansiHabl. CaHIbIK
YiTiey KepCceTKeHIeH, KemepriHiH OWIKTITiHIH e3repyiHe OaillaHBICTHI, KeAepriiepAiH Ooiybl OOBEKTiIEp
apachIHIAFBl KEHICTIKTE KOCBIMINA KYHBIHABI mMaiifa OodybIHA anblll Keleni. HoTwkeciHae mactaymibl 3aTTapIblH
KOIILIUTIIr OJlapAbIH apachlH/arbl Ty3aKKa TYCeTiHIH Oaiikayra Oosiasibl. Op Typii 3epTreysep OapbIChIHAA KOJ
OolibIHIaFEl Kemepriiepaid Ooybl ayanarbl 3USIHIbI 3aTTap/blH KOHIEHTPALMSICHIH TOMEHICTETIHI aHBIKTAIbI.
Conppikran Ouikriri 0,1 M 1mien keaepricin naigasanraH Ke3e Worbipiany MoHi x=0,05 M KUMachIHIa Typa Keje/i,
Kenepriiepal maiinananOaii-ak canpicThipranga 1,5 ecemeH asasnpl. OchUtaiiina, KOpIiaFaH opTa MeEH ajaM
JICHCAYJIBIFBIHA 3USHBI 3aTTApIbIH OCEp €TYiH alJbIH alyFa XOHE KeIepruiep JacTaHFaH ayaHbl KaKChl CY3Yii
KaMTaMachI3 €TETiHIH aiiTyFa Ooapl.

Tyiiin ce3mep: ayaHblH JIACTAHYbI; JIACTAYIIBI 3aTTAPAbIH IUCIEPCUSACH]; KOHIICHTPAIMSHBIH aybITKYbI; )KOFaphI
KOHIIEHTPAIMSIIAP; TaChIMAN/Iay; KAIabIK KOIlle KAHbOHBI.

A.A. Ucaxos, A. Abaii, I1.T. Omapoga, K.E. bex:xxkururona
Mexanuko-maremaruueckuii Gpakynsrer, KasHY Anp-®Dapadu um., 050040, Kazaxcran

YUCJEHHOE MOJEJIUPOBAHUE PACHHPOCTPAHEHUE
SATPASHAIOIUX BEIIECTB B )KUJIBIX PAUOHAX

AHHOTauMA. B TaHHOM HcCce10BaHUU NPOBEACHO YUCIEHHOE MOJIEIUPOBAHUE PACTIPEIEICHUS 3arpsI3HAIOIINX
BEIIECTB B YJIMYHOM KAaHHROHE W BIUSHHS OapbepoB Ha ATOT mporecc. s pemieHWs 3ToW 3amadd  ObLIO
HCTIOJNB30BaHO ycpenHeHHoe Mo PeitHombnacy ypaBaenue Habe-Ctokca. [ pemieHus 3Tod 3amauym  Obuia
UCTOJB30BaHa TypOyineHTHas mojens DES, koTopas mokaszaia XOpOIIHe pe3ylbTaThl JUisi TeCTOBOHM 3amaun. s
MPOBEPKH MAaTEMaTHYECKOH MOIENH W YHCIIEHHOTO ajlropuTMa OblIa peIIeHa TecToBas 3ajgada. llodydeHHBIC
YHUCIICHHBIE PE3yIbTAThl CPABHUBAJIHCEH C AKCIIEPUMEHTAIBHBIMU JaHHBIMHU U Pe3yJIbTaTaMU MOJCITUPOBAHUS JPYTUX
aBTopoB. [locite mpoBepkr MaTeMaTHIECKOW MOJIENH M YUCICHHOTO alropuTMa OblIa OmFcaHa OCHOBHAs 3ajaya
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YYETOM MPOIIECCa AMUCCHU 3arps3HAIONIMX BEIIECTB MEXAy JOMAaMH, HCIHOJB3YIOIMMH Pa3InYHble BBICOTHI
Oapbepa. B kadecTBe BHIUUCIUTENLHON IUIOMIAAN ObUIA B3STa MOJIENb YIMYHOTO KAHHOHA C COOTHOILICHUEM CTOPOH,
koTopoe komebanoce ot 0,05 m mo 0,2 M. Kak moka3eiBaeT YHCICHHOE MOJCIHPOBaHHUE, HaIH4NEe OapbepoB
MPUBOJUT K MOSIBJICHUIO JOIOJIHUTEILHOTO BUXPS B IPOCTPAHCTBE MEXKAY 00BEKTAMHU, KOTOPBIH yBEIMYUBAETCS IO
Mepe YBEJIMYECHHUs] UX BBICOTHL. B pe3yibTare MOXHO HaOMI0JaTh, YTO OOJBIIMHCTBO 3arpsi3HSIOUIMX BEIECTB
MOMAAeT B JIOBYIIKY MEXIy HUMH. B XoJe pa3iu4HbIX HCCIEAOBaHMII ObLIO BBISBICHO, YTO HalM4yKe OapbepoB
BOJIb JOPOI' CHMXKACT KOHUCHTPAUWIO BPEAHBLIX BCIIECTB B BO3YXC. H03TOMy IIpyu UCIIOJIB30BAHUU TPABAHOTO
baprepa BhicoTO 0,1 M 3HaUYeHHE KOHICHTpanuu TmomagaeT B cedenue x=0,05 m Oonee yem B 1,5 pasa mo
CpaBHEHHIO ¢ 0e3 HCIoJb30BaHUs OapbepoB. Takum 00pa3oM, MOXHO CKa3aTh, YTO Oapbepbl 00CCIEYMBAIOT
XOpOIYI0 (UIBTPALMIO 3arPsI3HEHHOTO BO3JyXa, YTO MaryOHO CKasbIBaeTCs Ha OKPY’KAIOIIEH cpene W 310pOBbE
YeJIoBeKa.

KitroueBble ci10Ba:3arps3HEHHE BO3/yXa; JAWCIIEPCHS 3arpsi3HAIONIMX BEIIECTB; KOJICOAHWs KOHIIEHTpaluW;
BBICOKHE KOHIICHTPAIINH; TPAHCIIOPT; TOPOJCKOH YIUUHBII KaHBOH.
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TO THE QUESTION OF A MULTIPOINT MIXED
BOUNDARY VALUE PROBLEM FOR A WAVE EQUATION

Abstract.It is well known that some problems in mechanics and physics lead to partial differential equations of
the hyperbolic type. A classical example of the hyperbolic type is wave equation. When posed, the task sometimes
lacks the classical boundary condition and the need arises to have a nonlocal boundary condition. Aim our work is
get D’Alembert formula for mixed boundary value problem generated by a wave equation. In the classical case,
given D’Alembert formula for boundary value problem generated by a wave equation. In our case, we must give
D’Alembert formula for mixed boundary value problem. For this, we consider ordinary differential operator L
withnon—local boundary conditions. We search the solution of the wave equation like a sum with eigenfunction of
the operator L. There are we use that fact, that eigenfunction of the operator £ is Riesz basis in L2(0, l). Through
this method and calculation we get D’ Alembert formula.

Key words: D’Alembert formula, wave equation, mixed boundary value problem, nonlocal boundary
condition.

1 Introduction

It is well known that some problems in mechanics and physics lead to partial differential equations of
the hyperbolic type. When posed, the task sometimes lacks the classical boundary condition and the need
arises to have a nonlocal boundary condition (see, [2, 3, 4, 5]). A simple example of such nonlocal
conditions are multipoint conditions relating the value of the solution at the boundary points with the
values at some interior points. For example, we refer the reader to [6, 7, 8, 9, 10].

2 Main result
Let us consider mixed boundary value problem generated by the homogeneous wave equation

L (1)
with inhomogeneous initial data
U(x,0) = f(x),Us(x,0) = F(x),x € [0,1], 2)
and with non—local conditions
U@,t) = 0,X}_, Uy (x,t) = 0, (3)

where S = {(x,t):0 <x < [, t > 0},
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0=xy<x; <...<xy =La ¢0,0(N¢0,Z?’:0 aj=1,1<o,

Xi . .
L_ is a rational number

the system of point {xj}?;o on the segment [0, [] is chosen such that the relation

Xj+1
forall j = 0.
Also consider an ordinary differential operator £ with the expression
L(y)=-y"(x),0<x<b, 4)
with non—local boundary conditions
y(0) = 0,2, ajy'(x;) = 0. (5

By {4}, denote eigenvalues of L, which are zeros of the characteristic function
D) = Xy ajcosVax;.
Theorem 1 A solution of the boundary value problem (1)—(3) has the form

rad rd _ x+t
Uty = L&Y erf(x 2 +%f F(r)dr.
x—t

Proof- The system of eigen- and associated functions has the form

Va w
Xin(x) = k,alk(s”}"nu =0,1,...,my = 1}y, (6)

which is the Riesz basis in L2(0, 1) (see [1]). Here m,, is a multiplicity of the corresponding eigenvalue A,,
foralln € N.

Using this fact, let us prove solvability of the problem (1)-(3). The solution of the problem (1)-(3) we
will seek in the view

n—1
U t) = Znet Tty din(O)Xjen (%), (7
where dj, is a coefficient of the Fourier decomposition of U, depends on second argument.

By differentiating twice respect to x (7), we get
L =3 T dien ()~ 2nXin () = X1 ()] =

Yoy Tt [~ Anin () — dicr 1.0 (O] Xien (), (8)

where dp, 5, = 0.
By differentiating twice respect to t (7), we have

62 n_ 124
= Tt Zhto i (©)Xpen (%), ©)

By using the condition U(0, t) = 0, from (8)-(9) we take

Q' (£) = =2 yen (£) — di1.2(£), k < m, wheredy, , = 0. (10)
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Use initial conditions (2):
U(x,0) =32 Trm ™ dien (0) Xin () = (),
Up(x,0) = 321 Tp ™t din’ (0)Xpen (%) = F ().

We calculate Fourier coefficients using the biorthogonal system of {X}, (x)} by formulas
b —
din(0) = diy, = [y (O hin (),

, R (11)
din'(0) = dfy = J) FQOhin ().

Indeed, (10) — (11) is a Cauchy problem, and it’s solution has the form

n inyAn (t—
din(t) = df._cos\[Z, t+d,€ns”y__t— N Sw;—ff D e 1.ndE. (12)

Taking into account dy,,  , = 0, for k = m;, — 1 we have

sin /At
dmn—l,n(t) = d,{n COS—\[ t + dmn—ln \/—nn

And for k = m,, — 2 we have
Ao (t) = ), 1c0Sy2nt +

. t . _
dfnn_z,nLﬁ— fo M#dmn_w)dz

EsinVa(t -
-2, ncos\/—t —j ( 9 dfnn_l’ncos\//l_ntd(

sm,/ nt j sm\/_(t—C) JF sin,/)lntd(
mp—1n ~—
n 4 An

+dfy _on

We denote
S in\//l_n t
N

t o _
Cin(®) = — fo M#cosﬁ(da

Sin(t) = — fo sm‘/zﬁ — )S”\l/‘/__g

Con () = cosy/Ant, Son(t) =

and

1 3
1 6
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Therefore
Az (®) = Ay, cosTnt +df, _,, Smlnt
Vn
A 1nCin(©) = A1 nS1a (D).
Analogically for another k the function dj, (t) can be written as
n—1
dien(t) = X702 [d] Ciogen(®) + dSjgen (B)]: (14)

By substituting found d,, (t) in (7), we get

o Mp—1 my—1

U= > > 1dhGen(® + dhS)en(®©Win ()
n=1 k=0 j=k
0 Mp—1
»

n=1 j=0

J J
Z Groten(OXien () +dfy > Sy ien(OXin ()}
k=0 k=0

By virtue of (6) and (13), we have a new presentation

o j
3 f 1 1 9% sm\/—t
U(x,t)—nZl 2, {djn; e k(cos\/— O )

dF : 1 a9ik sm\/—t)l ok (sm\/—x}
M G-RloaT J, Tkt [,

Syne 2= A"t f cos\[,tdt, then
o m j
1 sm\/_x
— f -
U t) = Z Un i Zk'(] 0 a2 k(cos‘/—t) /1""( T

[ole) mn_l ] .
t 1 j! alk sin /A x
+f drz Z dfn_—'z ' ' (cosyTr) 2 (
] -k k
o =L Jlea kG —K)a 0y ,/;ln

0

n—1

And using Zi:o C,{U(k) (X)VU=B(x) = (UV)D, we take

R ) mp—1 f16 (—sm/lx
U(xl t) - Z‘I‘L:l Zj:no ]n 'alj (COS t n

+f dTZn 1 Zmn_l ]n , (COS\/ Sm Anx
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_ 1y mu—1 fla_f sinm(xﬂt)
- Zn—l Zj 0 df"j!a/lfl( m )

1 v -1 1 9/ An(x—t)
+2 T Xt df, <S””_“ Il Dy

Jj=0 Jn la,11

1 ot © n—1 1 9 _sin (x+71)
43y dr i, Tyt df o (il

Jj=0 ]‘)’l Ia/‘{]

mn—1 1 9/ smm(x —-T)
+ f dt Zn 1 Z ]Ff'l '6/1]( \//1_11 )

So,

UCxt) = =%y ZTot df X+ 0) + 5 8y B0 df X (x — ©)

X - o (15)
+- f”znl T A X (DdT 4 [, Y T df X (D dx

When 0 < x —t < x + t < b, then sums of series are coincides with the initial data

Yooy Tt dl X (x + 1) = f(x +0),
Yooy Xt dl X (x — 1) = f(x — 8),

-1
Zn 1 Zmn dF ]n(T) - F(T)
For0 < x —t < x + t < b the solution is well-known D’Alembert formula

fx+)+f(x—-t) 1
> +EL_t F(7)dr.

Thus, the formula (15) can be interpreted as a generalization of the D’ Alembert formula for arbitrary
0<x<bht=0.
As a result, we conclude

U(x,t) =

[+ +fx-0) 1

U(x,t) = >

N

x+t
f F(r)dr,
x—t

where f(x) and F(x) extended from the segment [0,] to the whole real axis by the analytical
continuation of the basis system
1 9% siny/2 x

Xien(X) = 5257

Kor Jx

Since {Xp, (%)} is defined on (—oo, +00), then we can always to continue functions f(x) and F(x)
outside of the segment [0, []. From [1] follows that the system {X},, (x)} is Riesz basis in L, (—o0, +o0).
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TOJIKBIH TEHAEYI YIIIH KOITI HYKTEJII
APAJIAC HIEKAPAJIBIK ECEII

AHHoTanusi.MexaHnka MeH (H3HMKaHbIH KeHOip ecenTepi JepOec TYbIHABUIB AU PEepeHIHATIIBIK TeHACYIep-
JIH THIepOOoablK TypiHe aliblll KeJieTiHi oenrini. ['unepOonansik TeHIeyAiH KIaCCHKAbIK OKITiHE TOJIKbIH TeHACY1
xaranel. Keiige ecen mibiFapy OapbIChIHIA TEK IIEKApaJbIK MIAPT JKETKUIIKCI3 OO0Na/ibl, COHIBIKTAH KOCBIMIIA
JIOKaJIJIbl €MeC HIeKapalbIK MIapTTa KOJIAAHbUIAAbl. Bi3iH KYMBICTBIH MaKcaThl TOJKBIH TEHIEY1 apKbUIbI TYbIHIAFaH
apanac mekapanblk ecentiH HamamOep ¢opmynacein TaOy. Kitaccukana TOJMKbIH TEHJACYl apKbUIbI TYBIHIAFaH
niekapaisik ecen yiris Jamambep Gopmynacer Oepinre. bi3 apanac mekapanbik ecen yiid Jlamambep Gpopmynaceia
taby Kepekmi3. On yimin 6i3 koceiMma LanpdepeHupnanisik onepatopsiH KapacTeipambi. Ce6e6i 6i3 memrimuai L
OIepPaTOPBIHBIH MEHIINKTI (DYHKIMSIAPBl apKbUTBl KYPBUIFAH Karap apKpuiel i3meiimis. biz Oyin sxepme L
OIEpPaTOPBIHbIH MeHIIKTI Qpynkiusiapsl L2 (0, DkericTirinne Pucc 6a3uchl GonaThiHbIH Naiinananams. Bis ockl otic
JKOHE ecenTeysiep apKbuibl JlanamMOep hopMyItachiH ajlaMbI3.

Tyiiin ce3mep:/lanambep Gpopmyacel, TONKBIH TEHACY1, apajiac IIeKapablK eCell, JOKAIIbl eMEC HIeKapaIbiK
IapT.

b. Bek6oaar', b. Kaﬂry)mmz, H. Tokmaraméeros®

123KasHY um. Anp-®apabdbu, Anmmatsl, Kazaxcras;
*Tenrckuii yuusepcurer, I'ent, Berus;
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O MHOT'OTOYEYHOM 3AJIAYE CMEIIAHHOM I'PAHUILBI
JJIS1 BOJIHOBOI'O YPABHEHUA

AHHOTanus1.X0poILIO U3BECTHO, YTO HEKOTOpPbIE NMPOOJIEMbl MEXaHUKH U (DM3UKH NPUBOJAT K YPAaBHEHHSM B
YaCTHBIX ITPOU3BOAHBIX rymep60nnquKoro tuna. Kiaccuueckum IMpuMEpoM FHH€p6OHI/l‘ieCKOFO TUIIA ABJIACTCA
BOJIHOBOE ypaBHeHHe. [Ipy mocTaHOBKe 3ajaud HMHOTJ@ HE XBaTaeT KJIACCHYECKOrO TPAHUYHOTO YCJIOBHS, H
BO3HHMKaeT HEOOXOJMMOCTh UMETh HEJIOKaJIbHOE rpaHUYHOE ycioBue. Llesnp Hamieid padoThl - MOIYyYUTh (HOPMYITY
JanamOepa 11t cMeIIaHHOW KpaeBoH 3a/1auu, OPOXKICHHON BOJIHOBEIM ypaBHEHHEM. B kitaccudyeckoM citydae naHa
topmyna Jlanambepa U1 KpaeBoH 3a1a4u, MOPOXKICHHAS BOJHOBBIM ypaBHEHHEM. B HamieMm ciryyae Mbl JOJDKHBI
matb ¢opmyny Jamambepa IUis CMEIIaHHOW KpaeBoW 3amaud. JIJis 3TOrO0 paccMOTPUM  OOBIKHOBEHHBIH
nubdepenimanbHpiii onepatop L ¢ HENOKaNbHBIME I'PAHHYHBIMU YCIOBUSMH. MBI HILEM peUICHHE BOJIHOBOTO
ypaBHEHMS KaK CyMMy C COOCTBEHHOM (yHKmuel omeparopa L. MBI BCIons3yeM TOT (akT, 9T0 COOCTBEHHAS
¢yukuus oneparopa L sBisiercs 6asucom Pucca B L?(0,1). C MOMONIBIO 5TOr0 METOA M pacyeTa Mbl MOJTydaeM
bopmymny Harambepa.

Karouesbie cinoa:®opmyna [lanambepa, BOIHOBOE ypaBHEHHE, CMEIIaHHAs KpacBas 3a/1ada, HEJIOKAJIbHBIC
KpaeBbI€ YCIIOBUSI.
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THE COORDINATED SOLUTION OF TWO DIFFERENTIAL
EQUATIONS IN PRIVATE DERIVATIVES OF THE THIRD ORDER

Abstract. In the study the possibility of constructing a solution near a variety of special features of the system
consisting of two differential equations in partial derivatives of the third order was investigated. There definitive
aspects of such systems in comparison with systems consisting of two differential equations in partial derivatives of
second order were established. The classification of regular and irregular singularities was carried out, the relevant
solutions are constructed. A specific example shows that the application of the Frobenius - Latysheva method to the
construction of a solution of a degenerate hypergeometric system consisting of two third-order partial differential
equations. A variety of properties of system solution were considered, which shows that these solutions have the
properties of generalized hypergeometric functions.

Key words: solution, constructed, system, features, regular, irregular, generalized, third order.

Introduction. The solutions of particular cases of systems of differential equations of second order
type
G-z +G"-Z_+G?®.-Z +GY-Z +GY-Z=0
Xx xy X y

Q ' ]r]r+Q : xy+Q ' x+Q ' y+Q ' 0

where G” =G (x,7),0" =0"(x,y),(i = @) analytic functions or polynomials of two
variables, Z = Z(x, y)— total unknown, are the generalized hypergeometric functions of two variables.

The general theory of systems type (1) was established by American mathematician E. Wilczynski [1] -
[2] using it to support special cases of projective differential geometry. He proved compatibility and
integrability conditions

G(l) Q(l)
GO ) 0©

#0 )

of system type (1) [1].

In carrying out these important conditions the following statement is fair.

Theorem 1. Suppose that the conditions of compatibility and integrability are fulfilled (2). Then,
system (1) has four linearly independent particular solutions of the form

Z,(x, )= D A, x"y", (Agy #0), (j=1234) 3)

m,n=0
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The overall solution of system (1) is represented as the sum

4
Z,(x,3)=>.G,-Z,(x,y), k=1234 (4)

k=1
where Gj- is arbitrary constant, that is, the general solution of a system of partial differential equations
depends on arbitrary constants, and not on an arbitrary constant.

Theorem 2. If the compatibility conditions are satisfied, and the integrability condition is not
satisfied, that is,

G(l) Q(l)
e 'Q(0> -
then system (1) has no more than three linearly independent solutions, or the number of them will be
countless.

Further development of the study was obtained in the works of J. Horn [3] - [4], P. Appell, J. Kampe
de Feriet [5], W. Sternberg [6], A. Erdelyi [7] - [8], P. Humbert [9], E. Ince [10], L. Borngesser [11] and
others, in connection with the study of the theory of generalized hypergeometric series of two variables
[12] - [13] - [14]. Using the concepts of rank p =1+ k (k —subrank) and antiranga m =—-1—-1 (A1 —
antipodrang). Zh.N. Tasmambetov developed [15] efficient algorithms for constructing normal,
subnormal series, and normal-regular and final solutions of systems of the form (1) consisting of two
second-order partial differential equations.

The aim of this work is to study a special system consisting of two differential equations in partial
derivatives of the third order; to establish the distinctive features of such systems; to classify regular and
irregular features and construct the corresponding solutions; to show the application of the Frobenius-
Latysheva method to constructing a solution of a degenerate hypergeometric system consisting of two
third-order partial differential equations by using a specific example.

)

THE COORDINATED SOLUTION OF TWO DIFFERENTIAL EQUATIONS IN PRIVATE
DERIVATIVES OF THE THIRD ORDER

Statement. Studying the possibility of coordinated solving a homogeneous system of third-order
partial differential equations consisting of two equations of the form

gV py+x7yg "V py +x°8 W pry +xvgV pyy + 38 Py + 18V Doy + 8 Py =0, (6)
Vg P+ 172"+ '8 po, + 10 pyy + 38V p1y +y2% Py + 8 poy =0,
where
P30 =Z s Pz =2 s P0i =Z s Po =Z s Poo =Z s Pn =2 ™
Puw=Z,:0w=2Z,Py=2Z,,Ppo = Z(x,y)
— total unknown, and the coefficients
(i) (7) (i) ()
g =g"(xy)=ay +ay x,
(8)

q" =q" (x,y) = by +by) - y,(i=0,6).

It is required to classify regular and irregular singularities and establish the type of solution near each
singularity; to determine the number of linearly independent solutions near these features; to examine the
relationship of the original system with systems solutions that are generalized hypergeometric functionsr
of two variables and properties of such functions.

Solution of a system of differential equations.

To construct solutions of the system of equations (6), it is required to carry out a number of
conditions, let us discuss the major of them

1. It must be carried out the compatibility conditions. However, the general compatibility condition,
as for system (1), is difficult to control. Usually, such checking is carried out for specific systems
solutions which are generalized hypergeometric functions of two variables. The Kampe de Feriet method
can be applied [5, p.155], [16, p.21] - [17].

2. Integrability condition

— 84 ——
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oM
- g<0> % #0. )
g q

3. Unknown function p,, = Z(x,y) depends on two variables, therefore, as before, depending on

the regularity and irregularity of the singular curves, solutions should be sought in the form of
generalized, normal and normal-regular series of two variables [15, p.159].

4. If in (6) the coefficients at higher derivatives p,, andp,: x° -g”(x,y)=1 and

y3 . g(o) (x,y) =1 then solution can be sought as a simple series of two variables (3) since there are no

singularities. Then, in order to formulate Theorems 1 and 2 for this case, it is necessary to establish the
number of linearly independent particular solutions of system (6), which we will do next.
5. The special curves of the system (6) are established by equating to zero the coefficients of the

highest derivatives. py, =Z 1 py =2, :

(0)

a
3 0 0 00
X -(ag' +ayy’ - x) =0, x =0, x, =——5,
10
3 (0, 7(0) by
Yy ’(bOO +b01 -y):O, ylzoa y2:_b(o)'
01
(0) (0) a(O) (0)
. 00 00 00 00
Composed from them pairs (0,0),(0,—W),(—W, ), (—W,—b(—o) - represent the final features,
01 01 01 01

(0) (0)
(0,00),(oo,O),(oo,—b(z—g)),(—%,oo) and (o,0) - features at infinity. Normally, when building
01 o1
solutions two pairs of features identified (0,0) and (o0,) . Classification for regularity and irregularity
will be carried out using simple rules [15].
Rule L. If in (6) coefficient a(()g) * O,bég) # 0, then the feature (0,0) is special regular. When

aég) = O,bo(g) =0, then (0,0) is a special irregular.

Rule II. If in (6) coefficient a1((())) # 0 and bé?) # 0, then the feature (o0,0) — special regular, and
when aly) =0,b) =0 — special irregular.

Features of constructing a solution by the Frobenius-Latyshev method.

The Frobenius-Latyshev method allows determining directly the structure and construct solutions of
the system near particular curves. So, when the feature (0,0) is regular, the desired solution is represented
as a generalized power series of two variables

Z(x,y)=x"-y" - Y A, -x"y", (10)

m,n=0
where p,o and 4, , (m,n=0,1,2,3,..) — unknown constants to be determined. If the feature (0,0) is
irregular, then the desired solution is represented as

Z(x,y) =expQ(x,y)-x” -y Y A, -x"-y", Ay, #0 (11)

m,n=0

O(x, y)—polynomial of two variables

P P,
Ox,y)= 2ot 7
p p

with uncertain parameters Ay, s pseees Ay Oy, Oy

fota, X y+a,-x+ta, -y, (12)
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Similarly, near the regular singularity (00,o0) the solution is constructed in the form

Z(XaJ’)=xp'ya' ZBm,n'x_m'y_nz BO,OgtO (13)

m,n=0

and near irregular features in the form

Z(x,y) =exp(x,y)-x” ZB s Byy#0 (14)

m,n=0

where p,o and B, , (m,n=0,1,2,3,...) —unknown constant.

Polynomial Q(x, y) is common to the type (11) and (14). Its degree is determined by the rank value

p=1+k, k:max—ﬂs_ﬂo

(1<s<n) Ky

(15)

introduced by A. Poincare to study ordinary differential equations, and S, 5, - the greatest degrees of
the coefficients of the equation [18].

MAIN RESULTS

We will start the application of the Frobenius-Latysheva method with drawing up a system of
Frobenius characteristic functions [15].

Definition 1. The system of characteristic functions of Frobenius is called the system

Llx -y l=xry - [10 (o) + £ (0,0 - x) »
Ly -y ]E |2 (p.0)+ £ (p.0) v
where
(6)
' (p.0)=al p(p—D(p—2)+ay p(p—Do +ag) p(p—1)+ag po+ay p+ag) o+ aoo 16.1)

D (p,0)=b\Vc(c—-1)(c-2)+by) po(c—1)+b (o —1)+bS) po+bi p+bl) o+ boo (16.2)
(6)

0 (p.0)=al) p(p=1)(p-2)+af) p(p—Do+a p(p - 1)+a53)p0+af3)p+af§)0+am (163)

2 (p,0)=bc(c—1)(c—-2)+b) po(c— 1)er(z)O'(G—l)+b(3),00'+b(4),0+b(§f)a+b01 (16.4)

obtained by substituting into system (6) with coefficients of the form (8) instead of Z = x” - y? . Define
the system of determining equations for features (0,0) and (o0,) from (16).
Definition 2. The system of defining equations for the feature (0,0) is called the system

fa(p,o)=0 (j=12) (17)

from which the indicators of series (10) and (11) are determined in the form of pairs (p,,0,).

Definition 3. A system of defining equations for a feature (c0,0) is called a system

f‘lo(paa) =Oa
Jo(p,0)=0

from which the indicators of series (13) and (14) are determined in the form of pairs (p,,0,).

(18)

In this pairs (p,,0,) it is important to determine the index ¢, since the number of such pairs allows

determining the number of linearly independent solutions of the original system (6) near the specified
features.
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Theorem 3. For the existence the solutions of the form (10) in the system (6) with coefficients (8)
near the singularity (0.0) requires the equality (17). Theorem 4. For the existence of solutions of the form
(13) in the system (6) with coefficients (8) near the singularity (c0,0) equality is necessary (18).

Let’s determine how many roots have the systems of constitutive equations (17) and (18). In view of
this, the system (17) can be written in expanded form, using (16.1) and (16.2). From £ O(p,0)=0 we

will find out

_ay p(p-D(p-2)+ag p(p—1) +agp +aly

M (3) (%)
ag P(P=1) +ag p+ay

(2)

and substituting in the second equation (p,0) =0 of the system (17), after exclusion p, we obtain

the ninth degree equation for o . If there are only simple roots, then from here we define nine roots o,
(t= 1,_9) Similarly, you can define nine simple roots p, (¢ = 1,_9) Of these, make nine pairs of roots

(p,,o,) (¢ :1,_9) of system (17), which allows us to construct nine linearly independent particular
solutions of system (17) near the singularity (0,0).
Theorem 5. Suppose the system (6) with coefficients of the form (8), where a(()g) #* O,bég) #0

conditions of compatibility and integrability are satisfied (9). Then system (6) has nine linearly
independent regular particular solutions of the form

Z,(x,y)=x" - y° ZA“)- "y, Al %0, (t=19), (19)

m,n=0

near feature (0,0), where p,,o, (f = 1,_9), AW (m,n=0,12,...).

A similar argument can be sure that the system (6) also has nine linear - independent particular
solutions near the singularity (oo, 00).
Theorem 6. Suppose the system (6) with coefficients of the form (8), where alo) =0, b(o) =0

conditions of compatibility and integrability are satisfied (9). Then the system (6) has nine linearly
independent regular particular solutions of the form

m,n

Z (p,o)=x"-y° ZB(’)- " B 0, (t=19), (20)

m,n=0

near feature (o0,00), where p,,o,,(t = 1,_9),3,(,1”)” (m,n =0,1,2,...) - unknown constant.

In the theorem 5 and 6, conditions al) # 0,b) # 0 and a) # 0,b{) # 0 essential since, ninth
degree equations are relatively p and o it turns out only when they are non-zero. Therefore, near regular
singular curves (0,0) and (o0,) there are nine regular linearly independent particular solutions. Then,
the overall solution is represented as the following sum

9 —
Z(x,y)=Y.C,-Z,(x,y), (t=19). 1)
=1

Unknown row coefficients (19) A(’) (m,n=0,1,2,...) are determined from systems of recurrent

sequences

,umvn mn
m,n=0

(u,v=0,12,..,;j=12;t= l,_9)( obtained by substituting series (19) into system (6) with
coefficients (8).




News of the National Academy of sciences of the Republic of Kazakhstan

Application to the construction of a specific system solutions.
All hypergeometric functions of two variables satisfy a system consisting of two partial differential
equations of second order. The coefficient of such systems are polynomials x and y . These coefficients

can be calculated if in the hypergeometric functions defined by double series
F(x,y)=2a,, x" y", (23)
the coefficients satisfy the following relations

am+l,n _ P(mo n) am,n+1 — Q(m’ n)

a _R(m,n)’ amn  S(m,n)’

m,n

(24)

where P, R, Q, S are known polynomials.

The use of such an approach enabled the intensification of the study of relations between systems
consisting of two second-order equations and generalized hypergeometric series of two variables.

However, the relationship between systems consisting of two equations of the third and fourth orders
and generalized hypergeometric series has not been studied at the proper level. Here, it should be noted
the work of Kampe de Feriet [5], [16] - [17], which provides a method for constructing a series of third
and fourth order systems, while ensuring the compatibility of such systems. In this paper we will also
proceed from the studies of J. Kampe de Feriet [5, p.155-169].

Theorem 7. The system of partial differential equations consisting of two equations of third order

x? *P3o +(0, + 0, +1)-x-p20 +(0, - 0, _x)‘plo =YV Py A Py =0,

\ . (25)

Ry +(0 +0, 1)y Py, +(8, -8, = y): Poy =X Py = Poy =0,
where  pyy =7, Py =2,y P20 =L Do =ZysPro = L5 Pyt =2y Do = Z(X,y)  — common
unknown, has nine linearly independent regular particular solutions, and the general solution is
represented as the sum (21).

Argument. We will carry out the proof by the Frobenius-Latyshev method, while revealing the
additional properties of system (25) can be obtained from the original system (6) with coefficients of the
form (8) using the Kampe de Feriet method [5, p.155-164]. As we noted above, this ensures the
compatibility of the two equations of the system (25). The integrability condition (9) is also satisfied,
since g =¢"" =0.

Coefficients a\y #0u bl #0, so the feature (0,0) is regular based on the Rule I, a
al(g) = O,bé?) =0, therefore, on the basis of the Rule II feature (c0,0) — irregular. Let us build regular

solutions in the form (10) near feature (0,0).
To this end, we compose a system of Frobenius characteristic functions (15) - (16) and define
systems of defining equations (17) with respect to the singularity (0,0), in a transformed expanded form

o(o“(p,cr)=p-(p—1+51)-(p—1+52)=0,} 6

0(02)(,0,0'):0-(0'—1+§1)-(0'—1+§2):0.

It has nine pairs of roots  (p,,0,,t =1,9):

1.(p, =0,0,=0), 2.(p, =1-6,,0,=0), 3.(p, =0,0, =1-6)), 4.(p; =1-6,,0, =0),
5.(p,=0,0,=1-5,),6.(p, =1-5,,6, =1-5,),7.(p, =1-6,,0, =1-6,),
8.(ps=1-6,,0,=1-6)), 9. (p; =1-6,,0, =1-5,).

Then, on the basis of Theorem 5, the system (25) near the singularity (0,0) has nine linearly -
independent regular partial solutions, corresponding to these indicators.:
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Z = d)(a,él’él',é'z,é;;x,y),

Z, =x" -<I)(05+1—51,;2—51',51',§2 +1—61,§;;x,y),

Z,=y -(D(a+1—5:7,51;2—51',52,§; +1—5:;x,y),

Z,=x"" - ®(a+1-6,;0,+1-5 ,6,,2—5,;x,),

Z. =y D(a+1-5,,6,;6 +1-5,2-6.:x,y), 7)
Z =x"" Y (@ +2-6,,62-5,2-5.,5.,5, +1-65,,0, +1-5.;3x,9),

Z YD +2-68,-8,2-5,2-5,-5.,6 +1-5,,8,+1-5,2-5.;x,),

Zo=x"" "% D@ +2-6,-5,5,+1-5,2-52-5,,6, +1-5.;x, ),

Z Y D@ +2-68,-6,,8,+1-5,,8, +1=6,8, +1-5,,2-5,2 -5, x, ).

All the solutions obtained coincide exactly with the solutions in the monograph. [5, p.166].
Conclusions: We note some properties of the studied system and its solution.
Properties 1. The monograph [5] does not classify the regular and irregular features of the system

(25). In system (25) a!)’ =0 and b\ =0. Therefore, on the basis of Rule II, we conclude that the
peculiarity (o0,00) irregular and system (25) must have a solution in the form of a normal Tome series
(14). However, in this case, the system of defining equations will be written as
Jiw(p,o)==(p+0+2)=0,
Ju(p,o)==(p+0+2)=0
that is, it boils down to one equation and defines an infinite number of solutions. Then, due to the
uncertainty of the indicators (p,,0,) there is no solution in the form of a normal Tome series (14)

Properties 2. It is also not difficult to make sure that the solutions of system (25) presented in the
form of (27) possess many properties of generalized hypergeometric series [5],[14]. Thus, the first
derivatives (27) are represented as

% _ 0020000000000 V) & gl 11 541,81+ 6,.8,:x, ]

ox ox 5 -0,

0Z, _ o®|a,0,,0,,0,,0,;X, _ 'a | 'q)[a+1,51a5f w +1;x,y] 28)
oy oy )

1
2

0z, 00|a.5,.5,.6,.0x.y]  ala+1)
Ox0y Ox0y 0,0, ~5; -5;
Properties 3. The first solution Z,(x,y) represents a double row depending on five parameters

a,d,,8,,6,,8, [14]:

-CD[a+2,51 +1,6, +1,6, +1,5, +1;x,y]

o0

a (o) x" x
Z,(x,y)=® { . ,};x,y: e X
‘ ' '6,.6,.6,.6, m;owl)m,(él)n(&z)m(éz)n ml nl

n

(29)

In the same way, it can be verified that the remaining solutions (27) have similar properties, that is,
all the functions listed in (27) are generalized hypergeometric functions [14], [19]. The question of the
computational application of special functions of several variables, as in monographs, remains topical
[20]. The development [21] of a numerical method for calculating the values of the degenerate
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hypergeometric Humbert functions is also required ¥, (e, y,y X, y) through the products of Laguerre
polynomials [22].

K.H. Tacmaméeros', H. Paxka6os’, )K.K. Yoaena®

IK.>K¥6aHOB ateiHIarel AOMY, Akre0e, Kazakcran;
*Toxik YITTHIK yHHBepcuTeTi, Jlyman6e, ToxikcTan;
3K.}K¥6aHOB ateiHgarel AOMY, Akre0e, KasakcTan

YIITHIII PETTI JEPBEC TYBIHABLIBI EKI
IN®PEPEHIUAJJILIK TEHJIEYJIEPAIH BIPJECKEH HIEIIIMI

AHHoTanusi. Makanaja yuniHon perTi aepOec TybIHABUIb ekl auddepeHnnanabk TeHASyIepAeH TYpaThIH
apHaiibl )KYHEHIH epeKile HYKTelepiHiH MaHaWbIHAAFbl IIEIIMIEPiH TYPFbI3y MYMKIHIIKTEpi 3eprreimi. MyHunai
Kyitenepiy alpbIKiia epeKile HYKTelepi eKiHIi peTTi aepOec TybIHIbUIbI eKi An(depeHInaIbK TeHIeyIepaeH
TYpaThlH KYHEJIEPMEH CaJbICTBIPY apKbUIbl aJbIHIBL Peryispibl oHE HpPPEryJsipibl €peKLIETIKTEepiHe KIKTey
XKYPri3iin, oJap/blH coliKec meuriMIaepl TYPFbI3bULAbL. HaKThl MbIcal apKbUIbI YIIIHII PETTI IepOec TybIHIBUIbI €Ki
muddepeHIManIpIK  TEHACYJIEPJACH TYPaThlH TYBIHAAIFAH THIEPIeOMETPUSUIBIK JKYHEHIH ImeniMiH Talyna
®pobennyc-Jlarpiniesa oiciHiH Koananys! kenripinres. JKyite meriMaepiniy Oipkarap KacHeTTepi KenTipiin, oy
HICITIMACPIIH 631 KaJIIbUIaHFaH THIICPTeOMETPISUIBIK, (DYHKIMSITAPIBIH 1a KACHETTEpiHE Ue €KCHI KOPCETINITeH.

Tyiiin ce3mep: wienriM, TYPFbI3bUIFAH, JKYHE, epPEKIlIe HYKTEIEp, Peryisipibl, UPPEryISpIibl, JKAIMbUIAHFAH,
YIIiHII PeTTi.

YK 517.946:517.588
K.H. Tacmaméeros', H. Paxkaéos’, )K.K. Yoaena®

TAPT'Y um. K. )Ky06anoBa, Aktobe, Kazaxcran;

*TaKHKCKHil HALMOHANBHEIHA yHIBepcuTeT, TamkukucTan, Jymanoe;
*APT'Y um. K. )Ky6anoBa, AktoGe, Kazaxcran

COBMECTHOE PEHIEHHUE JBYX IU®®EPEHIIHAJIBHBIX
YPABHEHHNU B YACTHBIX TPOU3BO/JIHBIX TPETBEI'O ITIOPAIKA

AHHOTanusi. B pabore m3yueHa BO3MOXKHOCTH ITOCTPOCHUS PEIICHMS BOJHM3HM Pa3IMYHBIX OCOOCHHOCTEH
CHELHUATBHON CUCTEMBI COCTOSIIIUM W3 ABYX AU((EepeHIHATbHBIX YPABHEHUH B YACTHBIX MPOM3BOAHBIX TPETHETO
HOpSIAKa. Y CTaHOBJIEHB! OTJIMYUTENbHBIE OCOOCHHOCTH TaKMX CHCTEM IO CPaBHEHHIO C CHCTEMaMH COCTOSIINX U3
IBYX Iu(QepeHIanbHbIX ypaBHEHHH B YAaCTHBIX HMPOU3BOJIHBIX BTOPOro mopsiaka. IIpoBeneHa kiaccuduxarus
PEryJIsSIpHBIX M HUPPETYJSPHBIX OCOOEHHOCTEH, IOCTPOEHBI COOTBETCTBYIOLIME MM pelleHHus. Ha KoHKpeTHoM
npuMepe IToKa3zaHo mpuMeHeHne Metona Ppobennyca-JlaTpiieBod K IMOCTPOSHHIO PEIISHHS BBIPOXKICHHON
THIIEPreOMETPHUYECKOI CHCTEMBI COCTOSINUX M3 JABYX AM(D(PEpeHIUATbHBIX YPAaBHEHUH B YaCTHBIX HMPOM3BOJIHBIX
TPEThEero mopsifika. PaccMOTpEHBI psii CBOWCTB pEIICHHS CHCTEMBI, KOTOPOE ITOKa3bIBaeT, YTO ATH PELICHUS
00J1a1a10T CBOWCTBaMH 00OOIIIEHHBIX THIIEPreOMETPHYECKUX (DYHKIIHH.

Ki1roueBble cjioBa: penieHue, NOCTPOEHBI, CUCTEMa, 0COOCHHOCTH, PETYJISIpHBIE, UPPETyIIsIpHbIe, 0000IIeHHas,
TPETHETO TOPAAKA.
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ON THE MINIMALITY OF SYSTEMS OF ROOT FUNCTIONS
OF THE LAPLACE OPERATOR IN THE PUNCTURED DOMAIN

Abstract. In this paper, we consider the Laplace operator in a punctured domain, which generates a class of
“new” correctly solvable boundary value problems. And for this class of problems the resolvent formula is obtained.
Also described are meromorphic functions that generate the root functions of the class of problems studied. The
main goal is to study the minimality of root function systems. The paper is a continuation of [8], where a description
is given of correctly solvable boundary value problems for the Laplace operator in punctured domains. The Laplace
operator in the punctured domain, which generates the class of “new” correctly solvable boundary value problems, is
considered, and the resolvent formula is obtained for the generated problems, and meromorphic functions are
described that induce systems of functions. One of these systems is a system of eigenfunctions and associated
functions. The last section is devoted to the study of the minimality of the system of root functions.

Key words: Laplace operator, punctured domain, resolvent, meromorphic function, correctly solvable
boundary value problems, root functions system, minimal system.

1 Introduction

Operators of the form L + K, where L = A is the Laplace operator, and K is the operator of
multiplication by a generalized function, appeared in the physical works of the 30s in connection with the
problem of scattering neutral particles on the nucleus, when the interaction is strong at small distances and
negligibly small to medium to large [1]. The model potential of such an interaction is the Dirac §-
function. A mathematical study of the operator —A + ud(x) was undertaken by Berezin and Fadeev [2],
Minlos and Fadeev [3], Berezin [4]. In [2, 3], the operator —A + ud(x) was understood as an extension of
the operator L, = —A with the definition domain D(Ly) = C§°(R3\{0}). Interesting are the works [5, 6],
where the following important question was studied: if the operator —A + g with a singular potential g is
already defined, can it be approximated in some sense by operators with smooth potentials so that the
corresponding operators approximate the original in the sense of resolvent convergence. The paper [7]
investigated the spectral properties of the Schrodinger operator with point interactions using positive
definite functions. For complete review, see marked work and links to them.

The paper is a continuation of [8], where a description is given of correctly solvable boundary value
problems for the Laplace operator in punctured domains. The Laplace operator in the punctured domain,
which generates the class of “new” correctly solvable boundary value problems, is considered, and the
resolvent formula is obtained for the generated problems, and meromorphic functions are described that
induce systems of functions. One of these systems is a system of eigenfunctions and associated functions.
The last section is devoted to the study of the minimality of the system of root functions.

— ) ——
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Consider a differential expression

%W (x,y) N %W (x,y)
d0x? dy?

AW (x,y): =

in the punctured area Qq = Q\{(xo, o)}, here Q = {x? + y2 < 1} and (x,, y,) is internal fixed point of
area (). We Turn from the expression AW (x, y) to the operator L, in the space L, ().
Denote by D the set of all functions

h(x,y) = hi(x,y) + @ G(x,y,%0,¥0), (x,y) € Q,

where @ € R, hy € D = {h; € W3(Q), hy|5q = 0}. Here and after G (x,y, xo, Vo) is Green function of the
Dirichlet problem for the Laplace operator in Q [9].
For h(x,y) € D we introduce functionals

fyM [ah(xo +8,y) 0h(xg—5,y)

1
a(h) == lim { e

2 6-+0

]dy +
Yo—§6

fxo+5 [ah(x, yo+8) 0h(x,y, — 5)] p
dy dy ok

XO—6

y0+6
By = Jim [ Thro = 8,3) = htxo + 8,)]dy,
Yo—6

x0+6

y(h) = llm f [h(x,y9 — 6) — h(x,yo + 6)]dx

Note that, the introduced functionals were first obtained in [8] to describe correctly solvable
boundary value problems for the Laplace operator in the punctured domain ().
Consider in the space LL,(€2) the operator L, generated by the differential equation

(L.1) W,y = fx,y), (x,y) €Qy,
with external boundary condition
(1.2) W(x,y)laa = 0,

and "internal boundary conditions"

(1.3) ;5_,+0 J-y0+6 [awo;oxwy) awo;ox 6y)] dy +

+%6lir£0 f;oj; [aw(gi"w) - aW(’;’;"’_(S)] dx—< AW (x,y),0.(x,y) >= 0,
(14) Jim [0 W (xo = 8,9) = W(xo + 6,)]dy = 0,
(15) Jim [50 [W (x, 0 = 8) = W(x,yo + 8)ldx = 0,

where f(x,y),0,(x,y) € L,(Q), < f(x,¥), g,(x,y) > mean inner product in L, ().
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2 Auxiliary statements
In the sequel, we will need a well-known statement from [10].

Theorem A. Let h(x,y) € D and there exists functional a(h). Then function

9G(x,y,$,m)
wey) = || GamemrEmdsdn+ | 22D h s, -
o aQ én
G (x,y, xg, G (x,y, X,
—a(h)G(x,y, %y Vo) — B(R) M —y(h) M
a¢ an
is uniqueness solution of the problem
(2.1) AW (x,y) = f(x, ), (x,¥) € Q,
(2.2) W(x, y)laa = h(x,y)laq,
Yo+8 [OW(xo+8,y) W (xo—8.y)
(2'3) 2 5—>+0 f [ ox ax ] dy +
1 5. Xo+8 [OW(x,y9+6) OW(x,y9—95) _
551—>+0 fxo—5 [ dy B dy ]dx = a(h).
24) im0 (W (xo = 8,9) = W(xo + 6, )ldy = B(h),
(2.5) m 20 (W (x,y0 = 8) = W(x, yo + 8)ldx = y(h).

5—>+0 Xo

Here G(x,y,&,1n) is Green function of the Dirichlet problem in (1 [9].

If we assume that h(x,y) € D in a continuous manner in (, in the norm of IL, depends on the right

side f(x,y) € L, (L), then the outer boundary condition (2.2) takes the form

(2.6) W(x,y)laa =< AW (x,y), 00(x,y) >,

and the internal boundary conditions (2.3)-(2.5) will take the following types

2.7 ;5_)+0 fy0+6 [aW(anx+a ) awo;ox 6y)] dy +

+3 Jim f;‘:_*; "’W(Zi"*‘” W o ‘”] dx =< AW (x,), 5, (%, ) >.
@8)  Jim [0 W~ 8,) = W(xo +8,)ldy =< AW (x,7), 02(x,y) >,
(2.8) 611210 fx0_ [W(x,y9 —8) = W(x,yy + 6)]dx =< AW (x,y), 05(x,y) >,

where g;(x,y) € L,(Q),j = 0,3.

For clarity of results, we assume that g;(x,y) = 0,j = 0,2,3. For the operator L,

theorem is true.

— g4 ——

the following
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Theorem 1. Function
(2.10) Wy = [, GCoy, &mf (& mdédn+< f(&n),01(€,m) > G(x,y, X0, ¥o)

represents the only solution for all right-hand sides f(x,y) € L,(Q) of problem (1.1)-(1.5).
For prove theorem 1 we will use well known lemmas from [11]:

Lemma A. For any continuously differentiable function g(x, y) the following equalities are true:

Yo+8 [0g(xo+8,y)  99(x0—6,y)
511>T0f [ dx ox ] dy +

lim J‘x0+6 [ag(x,y(ﬁ&) _ ag(x,J’o—5)] dx =0,

5-+0 %06 oy
Jim [0 S 1900 = 8,5) — g(xo + 6,9)]dy = 0,

lim [ "0 g% Yo — 8) — g(x,yo + 8)]dx =

5§-+0

Lemma B. For function G (x, y, x4, yo) the following equalities are true:

Yo+6 [aG(xO"'&y.xorYO) aG(xO—S,y,xo,yo)]
a(G) == lim — d
@)= 26—>+0f ox ox y+

xo+8 [0G(x,y0+8,x G (x,y0—06,x
+_ mfo [ (>, y0 03’0) ( yo OyO)]dx—l
26—>+0 oy

B(G) _ fx0+6 I:aG(ny0+6'x0'y0) _ aG(x'yO_gﬁxﬂ!yO):l dx — 0
6 +O 8 ady ay ’

y(G) = hm f o G(x Yo — 8,%0,¥0) — G(x,¥0 + 6,0, ¥o)]dx = 0.

Now, we proof the theorem 1.

Proof. Let us show that equation (1.1) holds for W (x, y). Operate the operator Laplace to the (2.10):
AW (x,5) = & ( || cer.enre n)dfdn) +
Q

(f(&m), 01§, MAG(x,y,%0,¥0)) = f(x,¥)

when (x,y) € Q,, as by the Green function property A(ffﬂ GOy, &S, n)dfdn) = f(x,y) and
A(G(x,y,%0,¥0)) = 0.

The validity of the first condition follows from the properties of the Green function.
Check the second condition

a(W)=<AW(x,y),01(x,y) >=
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« ( || 6e. f,n)ﬂf,n)dfdn) < ( || ser.emre n)ds‘dn>,01(x. >
Q Q

+< f(f»’l);a(f' 7]) > Of(G(X, }’:xo'}’o))_< f(f:’?)»ﬁ(f' 77) >
< AG(x,¥,%0,Y0),01(§,m) >= 0,

as by the Green function property A(ffﬂ G(x,y,&mf(En)dédn) = f(x,y) and A(G(x,y, X0, ¥o)) = 0.
And also by Lemma B a(G) = 1. By Lemma B a(ffﬂ G(x,y,f,n)f(f,n)d{dr}) = 0, as a function
u(x,y) = a(/] J, Gy, &mf (€ n)dé dn) is a twice differentiable function.

Check the third condition

BW) = B ( j f G(x, 7.5, n)f(f,n)dfdn> ¥
Q

< f(f! 7]):01(5» 7]) > ﬁ(G(X, Y, Xo, yo)) = 0.

By Lemma A B(ffﬂ G(x,y,¢, r})f(f,n)dfdn) =0, as a function
u(x,y) = a( /] fQ Gx,v,&mf (f,n)dfdn) is a twice differentiable function. And also by Lemma B

ﬂ(G(x) y; in yo)) = 0
Check the fourth condition

yaw) =y ( f f 6(x,, f,n)f(f,n)dfdn> +
Q

<fEm,01&m >y(G(x,y,%,¥0)) = 0.

By Lemma A y(G(x,y,%0,Y)) =0, as a function u(x,y) = a(ffﬂ G(x,y,&n)f(E,n)dédn) is a
twice differentiable function. By Lemma B y([f,, G(x,y,&,m)f (§,m)dédn) = 0.
Theorem 1 is completely proved.

3 The resolvent of correct internal boundary value problems for the Laplace operator in a
punctured domain

In this section in the functional space W2 (Q,) N C(Q), we calculate the explicit form of the resolvent
for a wider class of operators Ly 5,5, =:L, generated by the differential equation (2.1) and internal
boundary conditions (2.6)-(2.9) with g (+,-) = 0. The explicit form of the resolvent plays an essential role
in studies of the spectral properties of the operator L. For convenience, we introduce the notation

aG(xly'XO'yO)
9

aG(xlyIXO'yO)

T1(er’):=G(er’:xo'}’o)»Tz(x'}’):= »T3(x:}’)1= an )

Kj(x, ¥, 1) = Lo(Lo — AI)7'T},j = 1,2,3.
We formulate the main result of this section.
Theorem 2. The resolvent of the operator L represents an operator-valued function of the spectral
parameter A and has the following representation:

(31) L= f(ey) = =54

— 96 ——
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H(f) =

k1(x,y,4) K2 (x,y, ) K3(x,y, 1) (Lo =AD" f(x,y)
1-21a(k(x,y,0) —2A&(rz(x,y,4)) —A&(Kg(x; Y, A)) —a@(Lo(Lo — AD™ f(x,¥))
B (x,y,0)  1=2B0(xy,0) —AB(s(x,y,0)  —BLo(Lo = AD™ f(x, y))|
AV (1 (x,3,4))  —AV (k2 (%, 1)) 1-27(3(x,y,2)  —7(Lo(Lo — ADT f (x,3))

1-2a0a (6, ) —Ad(e(ny, D) —Ad(e(ry, )

d@) = |y D) 1= ABG(xy, ) —AB(ks(x,y, 1) |
A1 (x, 3, 4)) AV (k2 (%, 1)) 1—=27(rk3(x,y,4))

where
Kj(x,y,A):= Lo(Lo — AD)7'Ti(x,y), j = 1,2,3,

a (Kj (x,y, /1)) =<kj(x,y,1),01(x,y) >, B (Kj(x, Y, A)) =
<kj(x,y,4),0,(x,y) >,
7 (10,3, ) =< 1506,y D), 0506, ¥) >, @lLo(Lo — AN f(x,)) =
< Lo(Lo = ADTHf (x, ), 01(x,y) >,

BLo(Lo — AT f (x,)) =< Lo(Lo — AN (x,¥), 02(x, ) >,
P(Lo(Lo — AN f(x,¥)) =< Lo(Lo — AN f (x,¥), 03(x,¥) >.

Here L is discred operator, corresponding to the Dirichlet problem.
Proof. In paper [12] the following relation was proved for the resolvent of the operator L:

(3.2) (L =AD" y) = (Lo — AN (x,y) +
3

z < Lo(Lo = ADTf (x,), 05 (x,y) > L(L — AN T(x, ).
=1

Set f(x,y) = T1(x,y). Then we have
(L=AD7'Ty(xy) = (Lo — AN Ty (x, ) +

3

D < Lo(lo = DM (x,3),6506,y) > L(L = D)7 T, 9).
=1

We act on the obtained relation with the operator A. Recall that
1) when u € D(L) we have Au = Lu;
2) when u € D(L,) we obtain Au = Lyu. As a result, we get

(3.3) (1-2<w:06y,2),00(x,y) >)LL = ATy (x,y) =

3
Lo(lo = DTy (x3) + ) A< 1a(63),05(x5,3) > L(L = D706, ),
j=2

Here it is taken into account that (Lo — AI) 71T, (x,y) € D(Ly) and (L — Al )_1Tj(x, y) € D(L) when
j=1.23.
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Now, assume f(x,y) = T,(x,y). Then from similar reasoning we have

(L =AD7'Ty(x,y) = (Lo — AN Ty (x,y) +

3

D < Lollo = ATy (6,3), 6506 y) > L = A1) (6, ).
=1

We act on the obtained relation by the Laplace operator. As a result, we get that
(34) (1 =2 <Ka(x,9,0),0,(x,) >)L(L — AT Ty (x,y) =
Lo(Lo = ADT'Ty(x,y) + A < kea(x,¥),00.(x,y) > L(L — ATy (x,¥)
+A < Kky(x,y),05(x,y) > L(L — AI)"1T5(x, y).
When f(x,y) = T3(x,y), we have
(L =AD" T5(x,y) = (Lo — AN T5(x,y) +

3

> < Lo(lo = A7 MT5(x,3), 65(6,y) > L(L = AD) 7Ty, 9).
=1

We act on the obtained relation by the Laplace operator. As a result, we get that

3.5) 1-2A<k3(x,y,1),0.(x,y) >)L(L — /U)‘lT3(x, y) =

2
Lo(Lo = AN MT5(6,) ++ Y < k3(63),05(6,9) > L(L = A1) T3 (x, ).
=

Relations (3.2)-(3.5) constitute a homogeneous system of algebraic equations, which takes the matrix
form

[0000]

[t -Le- ADTITy(x,y) —L(L—2AD"'Ty(x,y) —L({L— 2D 'T3(x,y)]

k1(x,y,4) K2 (X, y,4) Kk3(x,y,2) (Lo = ADT' f(x,y) = L —AD)T f(x,y)
1=2a(k (x,y,1) —2A&(cx(x,y,4)) —Ad(k3(x,y,4)) —a@(Lo(Lo — AD™ f(x, %))
AP (3, D) 1=2B0(y, ) —AB((y, 1) —BLo(Lo = AN f(x,¥))
A7 (6,y, ) Ay, ) 1= 2A70(x,,4)  —F(Lo(Lo — ADT f (%, )

It is known from the course of linear algebra that a homogeneous system of equations has a non-
trivial solution for
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K1(x,y,4) K2 (%, ¥, ) Kk3(x,¥,4) (Lo — AN f(x,y) — (L —ADT f(x,y)
1=2a0 (%, 7, 0)  —Aa(xz(x,y,4)) —Aa(k3(x,y,4)) —a(Lo(Lo = A7 (x,¥))

—BUei(x,y,0)  1=2B((x,y,0) —AB(s(xy,2)  —BLo(Lo—ADT'f(x,¥)) =0.
(Y, ) AW y,D)) 1=k (6 y, D) —T(Le(Lo — AN (x, 1))

According to the standard properties of the determinants, we can write the equality

K (x,y,4) K2 (%, y,4) K3(x,y,4) (L=AD7f ()
1 —~/155(K1 (x,y,4)) —Ad(’fz (x,y, 1) —AC?(’% (x,y,4)) 0
—AB(e(x,y,1) 1= AB(ea(x,y,4) —AB(xks(x,y,4)) O =
A (0, ) A7y, D)) 1=A7(ks(x,y,4) 0
K1 (x,y,4) K2 (%, ¥, 4) K3(x,y,4) (Lo —ADTHf (x,¥)

1 —}07(’& (., 2) —Aa(’fz (x,y,2)) —1(?(’{3 (x,y,4)) —(?(Lo (Lo = ADT f (x,¥))
= (2B (Y, 1) 1=2BG(y, D) —AB(es(x,y, ) —B(Lo(Lo —ADT f(x,¥))
—a () —AG(0y,4) 1= APk y, D)) —F(Lo(Lo — ADTH (X, 3))

This implies the assertion of Theorem 2.

From the explicit resolvent formula for the operator L, it is not difficult to see that the resolvent is a
meromorphic operator-valued function, since the characteristic determinant d(1) may have poles in the
spectrum of the operator L,. Since the spectrum of the Dirichlet problem for the Laplace equation is
canonical restricted domains can be explicitly computed, then these poles are written out explicitly.

Corollary 1. The resolvent of the operator L can also be represented as

(3.6) (L= AN () = (Lo = D7 y) — 58
where
k1 (6,7, 2) K2(x,7,2) k3(x,7,2) 0

_ 1 —}07(’& (6, 1) —Aa(’fz (x,y,4)) —1(?(’{3 (x,y,4)) —(?(Lo (Lo = ADT f (x,¥))
H) =|-280c (6,3, D)) 1=2AB@k2(x,3,4) —AB(k3(x,5,4))  —B(Lo(Lo — AN f(x, %))
—a () —AG00y,4) 1= A7y, D) —F(Lo(Lo — ADTH (X, ¥))

Corollary 2. In particular, if g;(x, y) = 0,j = 2,3, then the operator’s resolution L, take the form

(3.7) (Loy = A7 G6y) = (o = AD 7 fGe,y) + L2828y 2,
where
(3.8) diA) =1—-2a(k (6, y, 1) =1 =A< k1(x,y,4),0(x,y) >.

4 Meromorphic function generating root functions operator L,
In further research we will need some properties k4 (x,y, 1).
Lemma 1. Meromorphic function k; (x, y, A) is the main solution of the homogeneous equation

Al (x,y, 1)) = Arer (x, y, A),
99
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satisfying linear conditions
K1 (%, ¥, Dlaa =0,
a(iy(x,y, D)) =< Ak, (x, 7, 1)), 01 (x, ) >= d(4),
B(r1(x,y, 1)) = 0,

Y1 (x,y,4)) =0,
where d (1) is define by (3.8).

Proof. Check that the function x4 (x, y, 1) is a solution of the homogeneous equation
AQiey (x,y, 1)) = ATy (%, ¥)) + ALo (Lo — ADT Ty (x, ) = Akey (x, 7, 2).

Here it is taken into account that A(T; (x,y)) = 0u (Lo — AD™T,(x,y) € D(Ly).
The validity of the first condition follows from the properties of the Green function.
Let us prove the validity of the second condition.

a( (6,7, ))=< A1 (x,,4)),01(x,¥) >= a(T1(x,y)) +
Aa((Lo = ADT Ty (6, y) =< A(Ty (x, )), 01 (x, ) > —
A < Lo(Lo = ADT'T1(x,¥), 01 (x,y) >= d(2),

so by Lemma B a(T;(x,y)) = 1. From Lemma A it follows that a((Ly — AI)™1T;(x,y)) = 0. It is also
taken into account that A(T; (x,y)) = 0 and (Lo — AI) 1T, (x,y) € D(Ly).
Check the third condition

Bler(x,y, 1)) = B(T1(x,¥)) + AB((Lo — AN T1(x,)) =0,

as by Lemma B B(T;(x,y)) = 0. From Lemma A it follows that B((L, — AI) 1T} (x,y)) = 0.
Check the fourth condition

Y (x,y, 1) = y(T1(x,¥)) + Ay ((Lo — AD™'Ty(x,¥)) = 0,

as by Lemma B y (T, (x,y)) = 0. From Lemma A it follows that y((Ly — A1) 1T, (x,y)) = 0.
Lemma 1 is proved.
For convenience, we introduce the notation

_ k1 (xy.)
4.1) P10y, ) == 5
If relation (4.1) is taken into account, then formula (3.7) for the resolvent of the operator L,, can be
written in the following form

(42) (chl - AI)_lf(X, y) = (LO - AI)_lf(x' }’) + &(Kl(xJ Y, /1))(P(x: Y A)

This implies that the poles of ¢;(x,y,4), and at the same time, the poles of the resolvent (L, —
A1 coincide with the zeros of the meromorphic function d(A). We show that the introduced solution
Kk1(x,y,4) as a function of A on the spectrum of the operator L, generates all its root functions.

Theorem 3. Let A, be an arbitrary zero of the characteristic determinant d(1) of multiplicity my.
Then the functions from the following line:

— 100 ——
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1 3Ky (%Y%) 1 9™k iy (0, Ak)
4.3) Ki(x,y, Ak),l! IRty U

have a spectral interpretation: the first nonzero zero function is a proper one, and the subsequent ones are

attached, generated by the indicated eigenfunction, corresponding to the eigenvalue A, of the operator
L. .
1

Proof. The proof of Theorem 3 is that it is necessary to check for p = 0, ..., m;, — 1 relations

1 8Pkq (x,y,Ak)
(44) i ow € Pla)
1 0Pk (Y, )Y _ 1 8Pk (Y, Ak) € 0P Lk (x,y. k)
(4.5) Lo, (p! P ) = Ak (p! AP ) (-1 oar-t

where € =0 when p =0, ¢ =1 when p > 0. From what d(1;) =0 and follows from Lemma 1
k1(x,y,A) € D(Lg,). Therefore, the operator relation L, (k4 (X, ¥, A4x)) = Agk1 (X, Y, Ai) coincides with
a homogeneous differential equation A(x;(x,y, 1)) = Aik1(x,y,A;), which by definition x(x,y, A1)
holds when A = A;.. Thus, if k(x, y, A;) is not identically zero functions, then x(x, y, A;) is eigenfunction
of the operator L, .

Now let p = 1 < my. Notice, that d(1;) = 0, d'(4;) = 0 and

Ok (xy,A) _

_ d _
37 (Lo — AD™Ty(x, y) + Aa(l‘o —ADTTy(x,y),

r 0
d'l) = —<ki(x,y,1),01(x,y) > -1 < 6—/11c1(x, y,A),0(x,y) >.
Calculate

A (akl(x!yll)

_ d _
YD) = Lo(Lo — ATy (0, ) + A5 Lo(Lo = AT Ty (6, y) =

= A k1 (0,7, 2) + Ky (1,7, ).
The validity of the first condition follows from the properties of the Green function.

Let us prove the validity of the second condition.

9K (x,y.4) 9K (x,y.A) -
o (FE2R) —< 4 (T2 6y (x,y) >= al(Lo — A T Ta (%)) +

0
Ak 57 a((Lo = 4) T Ta (3, ) =< A((Lo — )T (x, ), 01 (x, ) >

a — ’
—Ak 57 <ALy — )T T (%, ¥)), 01(x,y) >=d'(A4) = 0,

so by Lemma A a((Ly — A1) "1T;(x,y)) = 0. It is also taken into account that (Lo — A, 1)71T;(x,y) €
D(Ly).
Check the third condition

B (ZAL2D) = (L — 1) Ty (6 )) + A2 B((Lo — BT (6,3)) = O,

so by Lemma A B((Ly — A)™1T;(x,y)) = 0.
Check the fourth condition

y(ea (2,3, D) = v((Lo = ) T Ta (6, ) + Ak %V((Lo — )T T (x,¥)) =0,
so by Lemma A y((Ly — AI)™1T;(x,v)) = 0.

— 101 =——
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Continuing the arguments for other admissible p, we obtain a complete proof of Theorem 3.
5 Projectors on rood supspace

In the monograph ([13], ctp. 445) the decomposition theorem is given, from which it follows that the
projector Py: Ly (Qo) = (Lg, — Ak l)™* represents the residue of the resolvent at the singular point A, :

1
PNHEN =52 § Uo =D y)dA
[A=2g|=6

with some § > 0. Since the resolvent of the Dirichlet operator has poles, for completeness of information
we consider two cases.

First, we consider the case when the eigenvalue 4 of the operator L, does not coincide with any
eigenvalue /1]9 of the operator Ly. Recalling the representation of the resolvent (3.7) from Corollary 2 and

considering that the resolvent (L, — A1)~ of the Dirichlet operator represents a holomorphic function of
A, projector type P, can be specified:

VA
G1) PN Y) = =56 pis o
(6, 2)

<f@m)%@5—ﬂY%ﬂ£m>dl=%§ < fEm, M (En,2) >,

d(d)

where My (§,1,4) = Ly(Ly = AN~ o1 (€, m).
Apply the Cauchy residue theorem to the relation (5.1), we obtain

_ 1 9T (- ™R<f(§m) My (EnA)> _
(52) BN = 5y Jim T CEDMEND2 1, (x,,2)) =
_ymeel L g 0P ((A—Ak)mkf(an),zwl(&nﬁ»)1apx1(x,y,z) _
P=0  (my—1-p)! A>1) OA™K"17P ) p!  9AP A=Ak
mye=1 __ 1 Nk ((i—ik)’"le(f.n.I))
Zp:() < f(fr n)l (mk_l_p)!ilir%lk azmk—l—p m >
1 apkl(x,y,/l)|
! P
p! oA A=1,
Analysis of formula (5.2) leads to the following notation.
(53) Ee = {hico (6, b1 (6,10 s hagm -1 (6.}
where
___ 1 o 9mkT1P (I—Ik)mle(f,nﬁ)>
(5.4) hiemy—1-p(§,1) = (mk_l_l’)!ili%lk TP ( T )
p=0m; — 1
We introduce the following family of functions
(5.5 E' = {E,’c: Ay is arbitrary eigenvalue of the operator Lcl}.
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Thus, we need to study the decomposition of arbitrary elements from the functional space L, ({,) in
the system of root functions of the operator L, .

5.6) E= {Ek: Ay is arbitrary eigenvalue of the operator Lcl}.
(5.7) Eie = {Wieo (6, ), Wia (6,9, -, Wiemye-1 (6, 1)}
where

_ 6”x1(x.y,/1)
Wk,p(x; Y) - aip A=y

Now, we consider the case 1, = 3.
Pef)(x,y) = — o Eﬁm A= Loy — A7 (x,y)dA =

= res, (Lo = ADT (e, 1) +

k=4

LY, A
Aigik <6~¥(L0(L0 —ADTH (%)) 1-— ;‘;E;}(Ix, ; 3)))

First, we calculate the first addend. Given the representation for the resolvent of the Dirichlet
problem as an expansion in eigenfunctions

_ o 1
(5:8) (Lo = A7 (,9) = Tier 3755 0 (6, 7),
we calculate the first addend

Vii= Ares ((Lo —AI)™ 1f(x y)) =

k=4

e A(Z pr y)) ~fewf ().

Calculate the second addend. Here we use the standard transform.
Lo(Lo = ADT'Ty(x,y) = Ty (x,¥) + A(Lo — AD) ™ Ty (x, ¥).

Then

Vo= res, ([0 + Ses 075 it (b))

k=

A
Tl(x y) +Zm 1 /10 _ATlmwm(x y)

1= 26(135.3)) ~ Ziner 7 Tim@ (@A) |

Multiply the denominator and numerator in the last relation by 1;, — A. As a result, the deduction will
be equal to
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A T1rwp(x,y)
DT (wR (%))

V2 = Aefu@(wi (%)) - G = fiwi (x,¥).

So in the case of 4, = A the projector

(Pef) (e, y) = Vi + Vs = —frop(x,y) + frwp (x,y) = 0.

The main result of this section is formulated as a theorem.
Theorem 4. Let 4, is eigenvalue of the multiplicity my, of the operator L,, . Py operator on root the

subspace of the operator L, corresponding to 4y is determined by formula (5.2).

6 Minimality of the root function system

In this section we prove the minimality of the system of root functions of the operator L, in the
functional space L,(£;). Generally speaking, choosing one or another basis in the root subspaces
P, L, (£y), it is possible to study different systems of root functions. We investigate the minimality of a
concrete system (5.6). System (5.6) is generated by solutions of the differential equation (4.5), generating
operator Ly, . In particular, the Green’s function associated with the operator L, is written through them.
To prove the minimality of (5.6) in the functional space L, (£), it suffices to construct a biorthogonal
system of functions in this space. In the previous paragraph 5 such a system has already been built. It
remains to verify that system (5.6) lies in L, (Q}y) and satisfies the biorthogonality relation.

To begin with, we verify that the functions in (5.6) are elements of the space L,({;). Since,
according to (5.4), each hy.(&,m) represents a linear combination of functions M, (¢, n,A) and its

derivatives for A =4, (k= 1,2,...,n), it suffices to check that these functions M;(&,n, E), (k=
1,2,...,n) belong to L,(p). The latter fact is obvious, since M, (&,1,4) = Ly(Lg — AD=1g,(¢,1) and

01(&,n) are an element of L, (Q).
To establish the biorthogonality relations, we need the following lemma.

Lemma 2. For arbitrary complex numbers A, u the identity is correct

_dd-dw)
A-p

<t (%Y, ), My (x,y, 1) >=
Proof: For arbitrary A, u we calculate the following inner product
A<K1(x,y, ), M;(x, 9, 1) >1,000)= A < k1 (x,,2),01(x, ) +
u(Ly —uD ™oy (x,y) 2< Ary (x,y, ), 01(x, y) > +
p<Ary(x,y,2), (L — 5D toy (x,¥) >
=1—d) +p < A1 (x, 5, ), My (x,y, 1) >,

where My (x,y, 1) = (L — iil) 1oy (x, y). Here, took into account the formula (3.8) for the characteristic
determinant operator L, . We calculate separately the scalar product

<Ay (6,3, ), My (x, 5, 0) >=<11(x, 5, 4), AM; (x, y, 1) > +

. axl(xy/l) _ oM (x,y,10) _
+dim [ (P22R, (3, = 1y (o y, ) P2 ds
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dKq(x

. YVA) — oMy (x,y,;0)
— i, Sy (G Gy — kG, ) SR ds =

=< Kl(xly'A)IAIW;(nylﬁ) > =

: aK,(x,y,4) oM, (x,y, 1)
lim —_— - ———|ds,

= ¥, A —
s ang an Kl(x y ) an

in that 1, (x,y, 1), M1 (x, v, 1) € W2(Q), then

: Ok (xy.A) 77 - 6m(xry!ﬁ) _
Jim o (PE2DM, G,y B — ki (v, ) ZE2 ) ds = o.

Here [13 = {(x,y): =86 <x—x9 < 8,—8 <y —y, < 8}. Then
A=p) <Kk (6,9, ),My(x,y,0) >=1—=d(4) -

: Or1 () 77 — oM, (x,y,10)
—udim [y (P MG,y D) — e (x,y, ) T ds.

Notice, that AM; (x,y, 1) = M;(x,y, 1), because (Ly — iil) " oy (x,y) € D(L}). Hence, when A = y,
we have

. d VM) 5 — oMy (x,y.;k
wdim, fy g (P25 Mo D) — v ey, ) S22 ds = 1= ),

Considering the last relation, we transform the previous equality
A=) <k (Y, D), Mi(x,y, 1) >=1—-d(A) —1+d(p) —

; oK1 (xy,A) _ ki (Y. 77 — _
“(JLTofang [( on o )Ml(x,y,u)

(e (2, y, A) = K1 (%, y, 1)) =—d) +dWw) -

oM, (x, y;ﬁ)] p
- = S
on
. a _ % — =
~A=wufim fono 52 Lo =ANTTi(xy) - (Lo — BN a1(x, y)ds +

: _ d v —pno
+(A = pulim fono (Lo = AT Ti(x,y) - 52 (Lo = BD) T o1(x,y)ds
Recall the representation for the Dirichlet problem as an expansion in eigenfunctions

- [e/0) <T( 2, )v 19n( 2, )>
(Lo = ANy (x,y) = By 55— op(x,) =

é 7 Om®),
m=1" ™

* —r\— o <o (xy)w)xy)> ) J1n
(Lo — D)o (x,y) = Enmy — 25— wp(%,Y) = Xz o= wn (%, )
An—t -
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As a result, we have

A=) <1 (x,y, ), My (x, y, p) >= —d (1) +d(p) -

—(A=Wu Z?fl=1 Z?zo=1 %

I f[a 0 ]d =—d() +dWw) -
Am | [s=omen(xy) — om(y) Z=on(x,y) | ds () +d(w)

a1

A —=wu Z?fl=1 Z?zo=1 %

lim [Awpwn (x, ¥) — wp (x, y)Awp(x, )lds = =d(2) + d(w) —

5-+40
arlg

A - uXoo, T2, %T;gm (28, — 29)

lim [ wdwl(x,y)ds =—d(A) + d(w)

5-+40
1
as if m = n, to 19, — 19 = 0. If m # n, then the integral is equal to zero due to the orthogonality of the

eigenfunctions of the operator L.
Lemma 2 is proved.
To establish the biorthogonality relations, we check the

_ (1, ecmu (n,s) = (k,p);
< Wn,s(xi Y)'hk,mk—l—p(xi y) >= {0, ecJIn (TL, S) +* (k, p)

We consider two eigenvalue A and A;. They match pairs (s,t) and (k,p), where t = 0,1, ..., mg — 1
andp = 0,1, ..., m; — 1. Note that the inner product

< Wy s(x,y), hk,mk—l—p(x' y) >=

_ 1" 1 oMk (u=A)™k
B _/1h—>r31151}1—>r/rllk nldA™ (my—1-p)! du™k 1P (< (%, 3, 4), My (%, y, 1) > T,u))
Recalling Lemma 2, we get equality
(6.1) < Wn,s(x: Y): hk,mk—l—p(xr y) >=
10" 1 OMkTITP (d(D)—d(w) (u-A)™k
= Jim o Gt g = ( iw AW )

We introduce the notation

1 8% (dA)-d(u) (u—A)™k
(6.2) Hee (@) = lim a#t( e )
We consider the function

A —dw) (=A™
Fiw == aw

and expand it in a neighborhood of the point 4 = A;, into a Taylor series. Then

F(1) = Ho(A) + Ha WD) = A) + -+ + Higmy—1 (D) (0 — )™ + -,
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that is, Hy+(A) is the k-th Taylor coefficient, with a corresponding expansion, in a neighborhood of
u = A. The direct calculation of the coefficient of the Taylor series of the function F(u) leads to the
following formula for t = 0,1, ..., my, — 1:

1 1
(6.3) Hy (A1) = d(4) (Ak,mk—l et T Akme-2 G5t

1
W
My t—-1 /1 _ /’lk
where number Ay, _1, -, Ag o define by identity

1 _ Ak,mk—l Ak,mk—Z
aw)  (U=A)™Mk - (u=A)™et

A (00
+ot #_L;k + Xg=0 Brq(tt — 2)".
If A; # Ay, that of (6.1), (6.2) and (6.3) whenn =0,1,...,m;, — 1

. 1 9™
< Wn,s(xr y):hk,mk—l—p(xr y) >= }L%SEWHRJ(A) =

_ 19" t+1 kmk—t+i—2=l n) t+1 Ak,mk—t+i—2=
= Jim = LA T S = Lam ) pit] et

in that d™ (1) = 0.
Now consider the case 1; = A;. Transform the right side of the relation (6.3)

A ,m i-
(64) Hye (D) = d) B2 =325 =

1 1

=d)A = )™t (Ak,mk—l G T Akme—2 Gt

+Ak,mk—1—t W) = d(l)(/l - /’{k)mk_t—l

1 1
(ﬁ - Ak,mk—z (ﬂ—/lk)mk_l_t ' Ak 0 A Ak Zq =myg qu(A Ak)q)
(A= A)m™e It 4 3o ChgA = AL k= 0,1, ..., my — 1.

From relation (6.1), (6.2) and (6.3) we obtain

< Wns(x y) hkmk 1- p(x y) >= Hkmk 1- p(ﬂ) -

n! ,11 A 0A™
Lim 2 (A= 2™t 32 et (A= A0)9).
n! ,1_>,1 aAn a=mk ~kq k

This implies the required assertion for A, = 4. Q.E.D.

Note the works of the authors [14, 15], where obtained the formulas of the first regularized traces for
Laplace operator and double differentiation in the punctured areas.
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b. BexGonaTl, . Bb. HyanMeTOBz, H. Toxkmaraméeros®, I'. X. Aiimaxa Paca*

1’3’4811-d>apa61/1 aterHgarel KasYV, Anmarel, Kazakcran;
*Coken Cetidynnmun ateiHIarel Kasak yITTBIK arpapiblK YHUBepcuTeTi, Actana, Kazaxcras;
I'ent ynuBepcureri, ['enr, benrns;
'“MaremaTnka %oHe MaTeMAaTHKAIBIK MOJIEIbACY HHCTHTYTHI, AnMatel, Kasaxcran

OMBLIFAH AI‘/‘IMAKTAFI{! JIAIIJIAC OIIEPATOPBIHBIH
TYBIP ®YHKHUAJAP )KYUECIHIH MUHUMAJIABLJIBIFbI

AnHoTanus. bi3 ocsl MakaizambI3a, KUCBIH/BI MIEMIUIETIH IETTIK eCeNTEePAiH «KaHa» KJIACChIH TybIHIATaThIH,
oiiplIFaH alimakrarbl Jlammac omepaTopblH KapacTblpambid. Ochl ecerl YIIiH pe30jbBeHTa (opMyrachl aylbIHFaH.
CoHBIMEH KaTap, 3epTTereH ecenTiH TyOip GYHKIMSIIaphIH TYBIHAATATHIH MEPOMOP(TH QYHKIHSIAP CUIATTAIFAH.
Herisri maxcatbiM3pl TYOip (QyHKOUSIAp KYHECIHIH MUHHMAIIBUIBIFBIH KapacTeIpy. bBi3[miH >KYMBIC OWBLIFaH
aitmakTarsl Jlamac onepaTophl YIIiH IIETTIiK €CENTiH IMEeIiMIUIrT CHIaTTanFad [8] »KYMBICHIHBIH KaJTFAChl OOJIBIIT
tabbutazel. Makanaza KUCBIHABI INENIUIETIH MIETTIK €CeNTepliH <«0KaHa» KJIACChIH TYBIHOATaThIH, OHBUIFaH
afimakrarsl Jlammac omepaTopel KapacTBIPBIIBIN, TYBIHAAFaH €CENl YIIIH pe30JbBEHTa (hopMynachl aybIHFaH,
COHBIMEH KaTap, GpyHKIHsIIap sXylHeciH KypaTslH MepoMOpGTHl GYHKIUSIAp CUMATTaIFaH. MEHIIIKT] ®KoHe KOCAIKbI
(yHKUMsIIapABIH JKYHeci ochlHAail JkyieHiH Oipi Oosibin TaObuiagsl. CoHFbl OeiniM TYOlp (yHKUMsIIApABIH
MUHHAMAJIBIIBIFBIH 3€PTTEYTe apHAIFaH.

Tyiiin ce3aep: Jlarmuac omepartopsl, oifbulFaH aiiMak, pe30sibBEeHTa, MEPOMOP(THI QYHKIHS, MIETTIK €CENTiH
KMCBIHJIBI IEIMIUTIT, TYOIp hyHKIMsIIap sKyheci, MUHIMAI KYHe.

B. Bex6oaat’, /. b. Hypaxmeros’, H. Tokmaraméeros®, T'. X. Aiiman Paca*

134KasHY um. Anp-Dapabu, Anmarsl, Kazaxcran;
*Kasaxckuii arporexHnueckuii yuusepcutet umenn Cakena Cetidyunna, Actana, Kaszaxcran;
lenTckuii yHuBepcurer, ['ent, benrus;
SYHCTHTYT MAaTEMATHKH M MaTEMATHYECKOTO MOeMpoBaHus, AnMarhl, Kasaxcran;

O MUHUMAJIBHOCTH CUCTEM KOPHEBBIX ®YHKIUI OIMTEPATOPA JIATIJIACA
B ITPOKOJIOTOU OBJIACTH

Annoranus. B mannoit pabote paccmoTpeH omeparop Jlammaca B mpoKoiIoTOH 006JacTH, KOTOPHIH MOPOKAAET
Kjacc "HOBBIX" , KOPPEKTHO pa3peIIMMBIX KpaeBbIX 3amad. M mmg 3Toro kiacca 3amad moiydeHa Qopmyia
pe3onbBeHThL. Takke onucanbl MepoMopdHbie QYHKINH, TOPOXKIAIOUINE KOPHEBBIX (DYHKIUI Kllacca UCCIIeTyeMbIX
3ana4. OCHOBHAS LENIb — N3yYEHHEe MUHUMAIBFHOCTH CHCTEM KOPHEBBIX (yHKIUH. CTaThs SBIAETCA MPOJODKEHHEM
pabotsl [8], TAe AaHO omMCcaHKe KOPPEKTHO pa3pelluMbIX KpaeBbIX 3ajad Jyisi oneparopa Jlamuaca B IPOKOJIOTBIX
obnactsax. Paccmorpen omeparop Jlamimaca B MPOKONOTOH 00AaCTH, KOTOPBIA MOPOXAaeT Kiace "HOBBIX"
KOPPEKTHO Pa3pelIMMBbIX KpaeBbIX 33jay, U JJIsl MOPOXKISHHBIX 3a/1ad Mojy4eHa (GopMyna pe3osIbBEHTHI, a TaKkkKe
onucansl MepoMopQHbIe (PYHKIMH, KOTOPblE HMHAYLHUPYIOT cucTeMbl QyHKIMHA. OHa U3 3TUX CHUCTEM, KaK pas, U
SIBIISIETCSI CUCTEMON COOCTBEHHBIX M IPUCOCIMHEHHBIX (QyHKIMH. [locnenHuii pa3men IMOCBSIIEH HCCIIEIOBAHHIO
MUHUMAaJIBHOCTH CHCTEMBI KOPHEBBIX (DYHKITHIA.

KiaroueBsle ciaoBa: Omnepatop Jlammaca, mpokonorass o0nacTh, pe3ojbBeHTa, MepoMopdHas (GYHKIHS,
KOPPEKTHO pa3pemnmas KpaeBas 3aada, CHCTeMa KOPHEBBIX (DYHKITHI, MUHUMAIIbHAsS CHCTEMA.
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INVESTIGATION OF THE TEMPERATURE REGIME
OF THE TERRITORY OF THE SEMIPALATINSK POLYGON
AND DESCRIPTION OF THE MATHEMATICAL MODEL
AND ITS NUMERICAL SOLUTION

Abstract. After the collapse of the Soviet Union, Kazakhstan inherited a very unpleasant legacy - the
Semipalatinsk test site, where 456 nuclear explosions were made for 45 years [1]. Nuclear explosions formed on the
ground long-term radioactive contamination in the form of long strips, the so-called "radioactive traces" that go far
beyond the site [2]. Explosive mixtures especially led to numerous changes, including fire. The Relevance of the
article is that despite the fact that the Semipalatinsk test site is closed, the heat distribution around the source of
nuclear waste is preserved hence there is the need to study the temperature variation around the waste. This article
reflects the change in the ambient temperature of nuclear waste that has been affected by nuclear explosions. As a
basis for the article, we examined the effect of a small iron piece exposed to radiation and its effect on the
temperature of the environment itself. The problem considers a mathematical model of a two-dimensional heat
parabolic type equation and the value of initial and boundary conditions, as well as its numerical solution and a
graphical representation of the same numerical solution.

The result of this article is to demonstrate how accurately the environment exposed to radiation can be used for
production or otherwise, and how to calculate a digital solution in the form of mathematical models and graphically
illustrate a numerical solution.

Key words: Mathematical modeling, Numerical methods, radioactive waste, heat equations.

1. INTRODUCTION

At the time of the USSR atomic bombs were tested on the territory of Kazakhstan. 18 million
hectares of land were allocated for this purpose and the Semipalatinsk nuclear test site was opened [1].
The Semipalatinsk nuclear test site was established by decision of the USSR Council of Ministers of
August 21, 1947 [2].

On August 29, 1949 in Abai and Abyralinsky districts the first explosion was made with a capacity of
30 kilotons without prior notice of the population. Here was a uranium bomb on October 18, 1951, and on
August 12, 1953, a world-class hydrogen 500 kilotons bomb was first tested. At the Semipalatinsk nuclear
test site in 1961-1962, about 50 nuclear bombs were tested on the air, and in the period from 1963 to
1988, 14-18 tests were conducted each year and 343 nuclear explosions were underground. Under the
influence of these explosions, radioactive sediments spread through the epicenter from the explosive
clouds and wind. At the test site, the radiation level reached 448 Rem (roentgen equivalent man). The
total number of nuclear charges tested at the Semipalatinsk nuclear test site in the air and on Earth has
exceeded 2.5 thousand times the bomb placed in Hiroshima [3].

Nuclear testing in air directly affected people, animals and nature. Then they began to conduct
underground nuclear explosions [1]. After the collapse of the Soviet Union, Kazakhstan inherited a very
unpleasant legacy - the Semipalatinsk test site, where 456 nuclear explosions were made for 45 years [4].
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Nuclear explosions formed on the ground long-term radioactive contamination in the form of long
strips, the so-called "radioactive traces" that go far beyond the site [5]. Explosive mixtures especially led
to numerous changes, including fire.

The Relevance of the topic of the graduation project is that despite the fact that the Semipalatinsk test
site is closed, the heat distribution around the source of nuclear waste is preserved hence there is the need
to study the temperature variation around the waste.

In the spring of 1997, in the process of monitoring the snow cover of the territory of Kazakhstan,
temperature anomalies were detected in the Semipalatinsk test site (STS) - snow-free zones characterized
by elevated temperature of the underlying surface were clearly distinguished in satellite images of the
NOAA AVHRR series. The main interest was the question of the possible causes of the anomaly. Two
hypotheses of the origin of the temperature anomaly were mainly discussed - natural tectonic processes
and the consequences of nuclear explosions [6].

The maxima of the incipient and expanding thermal anomalies are located both in the territory of the
landfill and beyond. They are also preserved during the period of the greatest development of the thermal
anomaly and have a constant local association with certain areas of the earth surface. Such sites are both
natural geological formations with high contents of natural radioactive elements (uranium, thorium,
potassium), and areas of the earth surface with high density of technogenic contamination with radioactive
elements associated with conducted nuclear explosions.

From the northeastern and eastern sides of the Murzhik mountains, in the area of the Saryuzen site
where underground nuclear explosions were conducted in large-diameter battle wells, the Institute of
Radiation Safety and Ecology of NNC RK revealed quite intense halos Pu239. The source of the
appearance of these halos throughout the southern trail, apparently, is still the aerial nuclear explosions
produced at the Experimental Field. When the LANDSAT image obtained during the period of maximum
development of the regional thermal anomaly is enlarged, a local source of heat radiation in the form of a
thermal halo around the Atomic Lake inside the intense halo of radioactive contamination Cs137 is clearly
visible in the Balapan section near the Chagan River [7].

2.STATEMENT OF THE PROBLEM
In this model, we consider the temperature changes of nuclear sticks (buried), which produce heat
due to radioactive decomposition.

Lo &~ 72T 0) = Source(r, t) (L1)
ot " r,t) = Source(r, .

-t

eT
Source(r,t) = {Troq —5, for v < a else where
a

0

Where: a = 25cm, K = 2 x 107 cm? /year, Ty,q = 1K, 1, = 100year,r. = 100cm,Ty = 300K,
0 <r<100cmand 0 < t < 100year. If the initial T(r,t = 0) = 300K

Since this question is round symmetric (independent of ¢), the 2-D (two-dimensional) Problem
becomes a 1-D (one- dimensional ) problem. Obviously, the value V2T = T, + T, is a two-dimensional
problem in the system of rectangular coordinates.However, if we choose to use polar coordinates, then
T(r,t) is a function of r and t , since the wand is round symmetric and there is no dependence on ¢ . This
reduces the initial two-dimensional problem to a one-dimensional problem. Thus, task 2-D goes to 1-D.

Tasks:

- to collect information about the landfill;

- to study materials for creating a mathematical model;

- build a mathematical model,

- consider methods for solving this problem;

- write an algorithm for implementing a numerical solution;

- check on test versions of the adequacy of the software implementation;

- process and analyze the data, summarize results.
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According to the SRI (Space Research Institute) MES (Ministry of Education and Science) RK,
during periods of maximum development of this anomaly, the temperature drop in the epicenter relative to
the background reaches 10—12 or more degrees, and the dimensions cover an area of up to 250,500 km.

At the same time, under the place of demolition or scattering of accumulations of thermal gases
(Figure 1.1, red color) snow is again visible. In the example shown in Figure 1, which covers an area of
180170 km, the Degelen mountain massif is visible in the lower part of the image after band-spreading.
All of the above can speak of the gaseous essence of the thermal anomaly. The maxima of the incipient
and expanding thermal anomalies are located both in the territory of the landfill and beyond. They are also
preserved during the period of the greatest development of the thermal anomaly and have a constant local
association with certain areas of the earth surface. Such sites are both natural geological formations with
high contents of natural radioactive elements (uranium, thorium, potassium), and areas of the earth surface
with a high density of technogenic contamination with radioactive elements associated with conducted
nuclear explosions. In Figure 1.2 it can be seen that within the STS such areas with a high content of
technogenic radionuclides (or traces of radioactive contamination) are marked by extended halos Cs137 of
the south-east and south directions.

Figure 1.1 — Example of partial strip drift and gas dispersion of a regional thermal anomaly (red color) in the area of STS.
LANDSAT image on January 27, 2002. (RGB combination of spectral channels 5, 4, 3 [20]

ey

" a- February 15,2003 b - February 28, 2002
(spectral channels 5, 4, 3) (spectral channels 5, 4, 3)[20].

Y | b a4
c- February 28, 2002 (combination of infrared channels 6, 7, 5)
1 - contour section Balapan; 2 - STS border; 3 - halos Cs 137

Figure 1.2 — The territory of the STS. Comparison of areas of origin of thermal gases (red color) in the initial period and sources,
heat radiation on the earth surface (reddish-pink color) in the period of maximum development of the gaseous thermal anomaly
with traces of radioactive contamination. LANDSAT Snapshots [20]
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From the northeastern and eastern sides of the Murzhik mountains, in the area of the Saryuzen site
where underground nuclear explosions were conducted in large-diameter battle wells, the Institute of
Radiation Safety and Environment NNC RK revealed quite intense halos Pu239. The source of the
appearance of these halos throughout the southern wake, apparently, is still the aerial nuclear explosions
produced at the Experimental Field. When the LANDSAT image obtained during the period of maximum
development of the regional thermal anomaly is enlarged, a local source of heat radiation in the form of a
thermal halo around the Atomic Lake inside the intense radioactive contamination halo Cs137 (Figure
1.3) is clearly visible in the Balapan section near the Chagan River in infrared channels. Nearby in the
Karazhira coal pit, there is also a local heat source associated with the degassing of coal seams. Red color
- sources of heat radiation on the earth surface; pink color - moist non-freezing salt marshes.

o

Figurel.3 — Local sources of heat radiation around an atomic lake inside the Cs137 halo and in the area of the Karazhira coal pit
during the period of maximum development of the gaseous thermal anomaly. Snapshot LANDSAT for 02.28.2002 (RGB
combination of infrared channels 6, 7, 5) [20]

CemmnanarrHox

O =205
1 - STS contour; 2 - Main Chingiz fault; 3 - epicenters of seismic events. Black color - smog in the area of the city of Semey and
areas of the origin of thermal gases on the earth surface in the initial period of development of the gaseous thermal anomaly.
Figure 1.4 — Inversion image of LST (Land Surfase Temperature) temperature data of the Terra / MODIS meteorological satellite
for February 15, 2003 [20].

Areas of natural geological formations with a high content of natural radioactive elements in the STS
region are most often mountains of effusive rocks of medium-acidic composition of increased alkalinity,
less often - river valleys with alluvial demolition of fragments of the same bedrock (Paleozoic
trachiliparite and trahiandesite composition with bodies subvolcanic intrusions of trachiliparite and
syenite composition). The content of uranium (by radium) in these rocks exceeds 10-15 10-4%, thorium -
20-40 10-4% (more than background ones 5-10 or more times). In addition, they contain elevated levels
of niobium, beryllium, yttrium, molybdenum and lead. The most intense manifestation of high
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concentrations of natural radioactive elements in geological formations, which coincides with the sites of
origin of thermal gases, is observed (Figure 1.4) in the eastern part of the Kyzyltau mountains near the
village of New Zhosaly; in the near mountains of Dos and Irgiz near the village. Ainabulak (Abay); in the
mountains of Abraila, near the village Kaynar; in the eastern part of the Degelen Mountains and in the
northeastern part of the Kanchingiz Range, near the village of Guard. In general, the thermal anomaly is
elongated in the NW direction. The same direction within the anomaly have the main Chingiz and a
number of secondary tectonic faults. At the stage of nucleation, the elongated sections of the thermal
anomaly are located in the location of the Main Chingiz Fault, which is seismic-active according to the
data of the NNC RK.

3. MATHEMATICAL MODEL TO DETERMINE THE TEMPERATURE AROUND
NUCLEAR WASTE

Since this question (1.1) is round symmetric (independent of ¢), the 2-D (two-dimensional) Problem
becomes a 1-D (one- dimensional ) problem. Obviously, the value V2T = T, + T,y is a two-dimensional
problem in the system of rectangular coordinates.However, if we choose to use polar coordinates, then
T(r,t) is a function of r and t , since the damaged iron piece is round symmetric and there is no
dependence on ¢ . This reduces the initial two-dimensional problem to a one-dimensional problem. Thus,
task 2-D goes to change 1-D.

We are going to replace the polar coordinate system: for this we need the following formula. If the
nuclear residue is struck out like this

Figure 2.1r=a
We suppose that there is buried nuclear waste (iron fracture)

2-D polar coordinate(2.1)

(1,6, 9)

FJ
.

~
~

=

9,

Y
Figure 2.3 — The polar coordinate system measuring 3-D.

T = Ty + Ty oy 2.2)
0T 0rdT Jd¢dT 2x aT 1 vy 0T 0T sing dT
o= oottt -+ 2-(——2)—=cos<p—— =
Ox O0x0r O0xd¢ 2. /x2+ y2 ar 142 x%/ 0 ar r d¢

X2
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T, =Try + Ty, 2.3)
drdT 0d¢ dT 2y aT 1 1\ oT . 0T cosedT
dyartayie et R W aw s et

x“+y 1+ 2
that,
Txx = rr(rx)z + 2Tr<prx¢x + Tqbd)(d)x)z + Trrxx + T¢>¢xx (2-4’)
T - X aT y 0T
T2 Fyzor x*+y2de
—— 1 2x?
VX2t y? =5 o—
_ 0°T  x* 0°T 2xy 0%T N y? 0%T N Vx2+y2aT
U oxr x2+y?or: (k2 1 y2)30rde  (x% +y?)? 0¢p? (x2 +y2) or
2xy 0T x?  9°T 2xy 9°T y? 9%T y? oT

e +y)209  x +y2or: [ 1 y2)3 0r6q>+ (x? +y2)26_<p2+ (x2 +y2)35+

N 2xy 0T _ r? cos? ¢ 0°T 2r2 cos@sin ¢ 0°T N
(x2 +y2)20¢ r2(cos? @ + sin? ¢) Or2 30rad
y ¢ ¢ ¢ ¢
(r2(cos2 ¢ + sin2 ¢))
r?sin? ¢ 02T r?sin? ¢ oT 2r?cosg@sing 0T

2052 0 4 sin? o)) 097 o (2(cos? o + sin? )2 00
(r2(cos2 ¢ + sin2 ¢)) \/(rz(cosch+sin2 (P))3 (r2(cos? ¢ + sin2 g))

0°T 2cosg@sing 0T  sin?@d?T sin? ¢dT N 2 cos¢singdT

= 2 _—
0" 052 r or ¢ r2 0¢? + r or r? o1}
T,, = T,,(ry)z + 2T o1y by + Ty (¢y)2 + Ty + Tpdyy 2.5)
oT x 0T
T = y

Y x2+y2§+x2+)’2%

82T+2(:os<psin<p 02T  cos? @ 0°T cos? @ dT 2cos @sing dT
or? r orde r2  d¢? r or r? 0

— cin2
T,, = sin“ ¢

0%T 2cos¢sing 92T  sin?¢p 0T sin?¢p dT 2cos¢sing oT

Tyx + T,y = c0S? + — 4+
Ty ¢ or? r ordop  rZ2 9¢? r or T2 P
. o 0°T | 2cos¢sing 9°T | cos’¢p d°T | cos?’¢ T _ 2cos¢sing 9T _
+sin®¢ ar? + T ordog r2 9¢? r or r2 o¢

_62T+18T+ 1 0°T
S or? ror  r2og?
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If Tyx+ Ty,

the total result is displayed as:
62T+62T_82T+16T+ 1 0°%T
0x2  dy?  0r2  ror r2d¢?
But due to the fact that the temperature T(r,t) here does not depend on , we can take it like this
a2T
a7~ 0
Then we obtain one-dimensional heat equation can be written as follows:

(2.6)

10T 02T 10T
Kot 37 rar - Source(r,t) (2.7)

2.2 Numerical solution and algorithm of the ambient temperature change under the influence of
nuclear waste

If we consider the solution of the problem in stationary conditions, the nuclear residue for a long time
will not be in a radioactive state, then stops the emission of heat, ie.: Source(r,t) — 0ift - oo, and we
can consider it as the temperature of the environment, because in the territory remote from the nuclear
residue, there is no radioactive impact on the temperature.It means T(r = 1,,t) = 300K.Thus, the
solution of the problem assumes that when the ambient temperatureT (r,t = 0) = 300K is reached, the
radioactive residue ceases to have an effect.

We solve equation (1.1) using a finite difference scheme. If we consider the equation (1.1) in the case
r = 0, then its quantitative solution is stable. We set the initial conditionT (r,t = 0) = 300K, and the

.. . . a
boundary conditionr = Oof the Neumann type (the temperature in the region does not change)a—: (r=

0,t) = 0 And in the boundary conditionr = 7, the DirichlettypeT (r = 1,,,t) = 300K.
If we proceed to the numerical calculation with the given conditions of the problem (1.1), then

Tc _
- (n+1)’At -

Ar

T
m

Denote T(rj, tk) = Tjkand Source(rj, tk) = Source}‘

Forr = 0, the Neumann boundary condition can be written as follows:

Tk Tk Tk — Tk
L r=01t= 0 o~ 0
at at At

= Té‘ ~ le (2.8)

When the Dirichlet boundary condition r = 7.:

TF(r =1,t) = T, = 300
In this problem we use the undefined Euler scheme [24]. This means special derivatives of rwrite by
time t; 4. So:

T‘k=1 _ T_k
Te(tirn, 1) = ——7— (2.9)

k+1 k+1pk+1
T — 2T

Trr(tk+1: 7}) = NE (2.10)
ph+l_ph1
Tr(tkﬂ,rj) = %(leap—frog in space) (2.11)
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Using r; = j - Arwe write (2.1) in this form of scheme.

So we write this% Ty — Ty — %TT = Source(r, t)in the following form:

= Soirsef* (2.12)

k+1 k+1 k+1
Rt T + 2T + T/ 1
2AT

k+1 k+1
[ Tk] _ T}'+1 - 7}'—1
K-ath/ J A T2

_j-Ar

Denote Sas § = %, then the expression above we write in the following form.

S S _
(five [—5 — 2—]_] + T/t [—S + 2—]_] + T 1 + 28] = T/ + Soirsef - K -A t (2.13)

The above formula can be written as a tridiagonalmatrix forl < j < nwhen n =3:

To=0mryr Tyt =1 =1

From the boundary condition T§ ~ T and(g—: (r=0,t) = 0),T4k = 300Kand(T(r =1, t) =
300)and the initial conditionTj0 = 300K.

T'k+1 _ T_k_+1
u] — SourceX - K - At

’I}'k — 'I}k+1 _ S[lei-iil _ 27}k+1 + T}k_-lil] _ S[

2j J
Tk+1 _ mk+1
j=1,TF = Tf+ — S[Tf* — 21f+ + Tf+1] - 5 [%] — SourceX - K - At
S S
TF = (14 25Tk + (—S - 2—]_) T+l 4+ (—S + 2—],) TE*Y — Sourcek - K - At
Tk+1 _ mk+1
j=2,TF = Tf+ — S[Tf* — 21+ + T+ — 5 [%] — SourceX - K - At
S S
T = (14 28Tk + (—5 - Z_j) Th+1 4 (—S + 2—],) TH*1 — Sourcek - K - At
j=3,..
Then from the (1.1) — equation we write forTX,TX, TXand solve at every(t):
/ 1425 (-s S) 0 \ s
Y] _ 2\ k41

| s 2 N Tk+1 /( S+ 2]') To \ Tk SourceX
I (—s + 2—j) 1+42S (—s - 2—]_) - Tk )+ 0 =| TF | + KAt| Sourcek
¢ Th+1 (—S _ i) T+ TX Source¥

0 (—S + —_) (1+2S) '

2j
When we use the Neumann boundary condition forr = 0
oT}* oT§ TF — T§
j 0 1 0 k k
ac )= At o=
When the Dirichlet boundary condition r = 7:

TM(r = 1.,t) = T4y = 300 (2.15)

Check for
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Tk+1_ k+1
j= LT =T = S[TFHt — 2T + T+ —5[%] — Source ¥-K-At
S S (2.16)
=>TF = (1+S+§)-T1k+1 +(—S—§)- k+1 _ Source kK.K-At
/(1+S+S) (5 S) 0 \
52 2 S Tk+1 Tk Sourcek 8
(—s +Z) 1+42S (—S _Z) | TR | = TF | + KAt | Sourcek | - S
S Tk+1 TX SourceX (_S - g) 300
0 (—S + —) 1+2S
c ( )

Then for all iteration:

S
1+S+—) (—S——) 0
( 2 2] Tk+1
S S L
(—S + T) 1+2S (—S - 7) | ThH?
J J Tk+1
S 3
0 (-s+5) a+29
2j
Tk SourceX 8
=| T¥ | + KAt| Sourcef | — S
-5 - — Tk+1
Tk SourceX 2j) *

Thus, if we solve this matrix for an unknown T temperature, we will get the result of the report.
ATkt =Tk 4 (k- At) - Source *+b
TR+ = (T* + (k - At) - Source ¥ + 5) x inverse (A)

2.3. Analysis of the temperature variation around nuclear waste and numerical solution using
the Matlab software package

The air temperature changes in time. Temperature changes also occur depending on the coefficients.
An experiment was made by changing the parameters. The analysis was made using the results of the
experiment. Modified parameters for thrust - time (T), depth of deposition (a) of radioactive particles.
Changed parameters for the experiment - time (T), depth of iron particles exposed to radiation (a).

Initially, the parameters r = 100 cm, T = 100 years, a = 25 cm were chosen. Its results are shown in

the table below.
Table 1 - Temperature change at r = 100 cm, T = 100 years, a =25 cm

Ne Templyear TemplOyear Temp50year Templ00year
1 300.9053 300.8273 300.5546 300.3364
10 300.8665 300.7919 300.5308 300.3220
20 300.7478 300.6835 300.4581 300.2779
30 300.5721 300.5229 300.3505 300.2126
40 300.4354 300.3980 300.2668 300.1618
50 300.3294 300.3010 300.2018 300.1224
60 300.2428 300.2219 300.1487 300.0902
70 300.1695 300.1549 300.1038 300.0630
80 300.1060 300.0969 300.0650 300.0394
90 300.0501 300.0458 300.0307 300.0186
99 300.0048 300.0044 300.0029 300.0018
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As indicated in the table, the period of time for 100 years is divided into 4 stages, that is, the results
for 1, 10, 50, 100-year period. At each stage, temperature results are recorded every 10 cm. According to
the results, the temperature is observed in normal decrease, both in time and at a distance.

Temperature change over time
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Figure 1 - The measurement of the temperature with respect to time and distance
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Figure 2 - Temperature distribution during inspection in planar conditions
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Figure 3 - The impact radionational iron on temperature at a distance of 100 cm
at each moment of the year taken by time up to 100 years
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Mapar HypTacl, K. . baiimemupos 2,3

"MesktyHapO IHBIH YHUBEPCHTET HH(OPMAIHOHHBIX TEXHOJIOTHIl;
’KasaxcKuii HAIHOHAIBHBIIA MeTarOTMYECKIH YHUBEPCUTET UMEHH Abas;
*UHCTHTYT HH(OPMAIMOHHBIX U BHIYHCIIHTEIHBIX TEXHOIOTHii.

HCCIEJOBAHUE TEMIIEPATYPHOI'O PEXXMMA TEPPUTOPUN CEMUIIAJTATUHCKOTI'O
IMOJUTI'OHA U OITMCAHUE MATEMATHYECKOU MOJIEJIX 1 EI'O YUCJIEHHOT'O PEHIEHUS

Annoranus. ITocne pacnaga Coserckoro Coro3za Kasaxctan yHacienoBall O4eHb HENPHUATHOE HACNIEACTBO -
CeMHNaIaATHHCKUH TOJMIOH, r71e 3a 45 ner Obuto mpousBeneHo 456 suepHbIX B3phIBOB [1]. SlnepHble B3pHIBBHI Ha
3emiie 00pa3oBAIUCh NPH JUIMTEIHHOM PAAMOAKTUBHOM 3arpsi3HEHWH B BUJE JUIMHHBIX II0JIOC, TaK Ha3bIBAEMBIX
«PaIMOaKTHBHBIX CIIEAOBY», KOTOPHIE BBIXOIAT JAJIEKO 3a MpEZebl MIomaaky [2]. B3peiBoonacHble cMecH 0COOEHHO
MPUBOJMIM K MHOTOYMCIICHHBIM M3MEHEHUSIM, BKJIIOUas MOXKap. AKTYaJIbHOCTb 3TOH pabOTHI 3aKIIOYAETCA B TOM,
YTO, HECMOTPSI Ha TO, 4YT0 CeMUNaTaTHHCKUI MCIBITATENIbHBIA MOJIUIOH 3aKpBIT, PAacHpeseNeHNe TeIla BOKPYT
UCTOYHMKA SJCPHBIX OTXOJOB COXpaHAETCA, MOATOMY HEOOXOIMMO H3y4aThb HM3MEHEHHE TEMIIEPaTypbl BOKPYT
0TX00B. OTO paboTa OTpakaeT HM3MEHEHHE TEMIEpPaTypbl OKPYXKAIOIMIEH Cpeabl SIIEPHBIX OTXOAOB, KOTOpBIC
MOJBEPININCH BO3JCHCTBHIO SIIEPHBIX B3PHIBOB. B KadecTBE OCHOBBI NMPOEKTA MBI M3YYWJIM BIHMSHHE HEOOJBIIOTO
KEJIE3HOTO KyCKa, MOJBEPrIIerocs: BO3ACHCTBUIO paJualliy, U €ro BIUSHHUE Ha TEMIepaTypy CaMoi OKpy Karouien
cpensl. B 3amaue paccMoTpeHa MaTeMaTH4ecKas MOJIEb IBYyMEPHOTO ypaBHEHHS TEIUIOBOTO NapadoIMuecKoro TUa
W 3HA4Y€HHE HAYaJbHBIX M T'PAaHWYHBIX YCJIOBHMH, a TaKXKe NPHUBEICHO €€ UYUCICHHOE pelleHHe U rpaduyeckoe
MPEJCTaBICHHUE TOTO K€ YUCIEHHOTO PEIICHUs.

PesynbraToM naHHOM paOOTHI SIBISETCS JEMOHCTpAIMs TOTO, HACKOJIBKO TOYHO Cpela, II0/BEpXKEeHHas
BO3/ICICTBUIO pajinallii, MOKET MCIOJNB30BATHCS JUIA NPOHM3BOACTBA WM HWHBIM 0Opa3oM, M KakK pPaccUUTaTh
mudpoBoe pemerre B HopMe MaTeMaTHIECKUX MOJETIeH 1 rpa(uaecK MpOMUTIOCTPUPOBATh YNCICHHOE PEIICHHE.

KiroueBble caoBbl: MareMaTHuecKkoe MOJEIHPOBAaHKWE, YUWCICHHBIC METOMBI, PaJHOaKTHBHBIE OTXOMBI,
YpaBHEHUSI TEMJIOMPOBOIHOCTH.

Mapar Hyprac', Baiimemupos K. J1.>*

'XaﬂLIKapaﬂmK AKIMapaTTHIK TEXHOJIOTHSIAp YHUBCPCUTETI;
2 AGail aTbIHIAFbI Kazak yITTBIK ITe1aroruKaiblK YHHBEPCHTETI;
3AKHapaTH,IK JKOHE ECeITeYilll TEXHOIOTUSIIAp HHCTHTYTHI

CEME IMOJINTOHbI AYMAFBIHBIH, TEMITIEPATYPAJIBIK PEXKUMIH 3EPTTEY )KOHE
MATEMATHUKAJIBIK MOJAEJIb/I ’KOHE OHbIH CAHIBIK IEINIMIH CUITATTAY

Annorauus. Kenec Onarbl sinblparanHan kedin Kazakcran 45 sxpuina 456 sapombik xkapbuibic 0oinran Cemeit
MOJIMTOHBIHBI ©T€ 3ananspl Mypa Kanaeipasl [1]. XKep Oerinzgeri sApobIK KapbulbicTap y3aK Mep3iMIli painoaKTHBTI
JlacTaHy Ke3iHJie ChIHAK aJaHbIHBbIH OeTKi CHIPTHIHIA KOPIHETIH Y3bIH JKOJIAKTap TypiHle Naiaa OonraH Genrinepi
«PaJMOAKTHBTI 13/1ep» Jen atajiabl. JKapbhUIFBII KOCHanap, dcipece, opTTi Koca alfaHja KeIlTereH e3repicTepre
okenni[2]. bynm xyMmeicTeiH e3ekTimiri CeMed ChIHAK IOJHWTOHBIHBIH JKAOBUIFAHBIHA KapaMacTaH, SAPOJIBIK
KaJIBIKTapAbIH Ke3i aifHaJIachIHIAa JKBUTYIBI Tapaty OOJBIN KaJadbl, COHIBIKTAH KAJJIBIKTAP/IbIH aiHATACBIHIAFBI
TeMIepaTypa ©3repiciH 3epTTey KakeT. Byt syMbIcTa SIIPONBIK MOJIUTOHIA OOJFAH JKapbUIBICTAP/IBIH OCEPIHCH XKaH
JKaFbIHA TaparaH SAIPOJIBIK KAIIBIKTapIbIH KOPIIaraH OPTaHBIH TEMIIEpaTypackIHBIH e3repici ecenTeninreH. EcenTin
HETi31 peTiHae paAualusaFa YITpIpaFaH KIIIKEHTai FaHa TeMip KeceriH TIKipuOere aia OTBHIPHIN, OHBIH 631 KAaTKaH
OpTaHBIH TeMIIEpaTypacklHa 9cep €TyiH KapacThIpABIK. KapacThIPBIIBII OTHIPFaH €CerTe eKi eNeM Il mapadoraiblK
THIITET1 KBUTy OTKI3TIMITIK TEHJEYl JKOHE OFaH KATBICTBHl albIHFAH OAcCTamlKbl KOHE IIEKApbUIBIK IIAPTTAPbIHBIH
KeMeTiMeH MaTeMaTHKAJIBIK MOJETh KYPBUIBII, OHBIH CaHIBIK IIEIIiMiH alxy 0apbIChl KOPCETUITeH JKaHe COM CaHIBIK
MIENIIMIHIH HOTIKeTepi TpaduKamblK TypAe KepceTiUreH. By XYMBICTBIH HOTHXKECIHAE COJ paausIHSIMEH
3aJlaJIJaHFaH OPTAHBIH OHJIpiCKe He OacKaiail karmaija MmalajaHyFa KaHIIAIBIKTBI jKapaM/bl €KCHIH HAKBITHI
JKBIIIAP eceOiH/Ie aHBIKTAay KOHE MaTeMaTHKAJIbIK MOJET TYpiHJe OepiireH CaHIbIK MICHIIMIH TpaduKaIbIK Type
KepceTy.

Tyiiin ce3mep: MareMaTHKaIBIK MOJCIBICY, CAHIBIK OMICTEP, PAAHOAKTHBTI KAIIBIKTAP, JKBUTY ©TKI3TIIITIK
TEHICYIIEPi.
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AN INVERSE PROBLEM FOR THE PSEUDO-PARABOLIC
EQUATION FOR A STURM-LIOUVILLE OPERATOR

Abstract. A class of inverse problems for restoring the right-hand side of the pseudo-parabolic equation for
Sturm-Liouville operator is considered. The inverse problem is to be well-posed in the sense of Hadamard whenever
an overdetermination condition of the final temperature is given. Mathematical statements involve inverse problems
for the pseudo-parabolic equation in which, solving the equation, we have to find the unknown right-hand side
depending only on the space variable. We prove the existence and uniqueness of classical solutions to the problem.
The proof of the existence and uniqueness results of the solutions is carried out by using L-Fourier analysis. The
mentioned results are presented as well as for the fractional time pseudo—parabolic equation.Inverse problem of
identifying the right hand side function of pseudo-parabolic equation from the local overdetermination condition,
which has important applications in various areas of applied science and engineering, alsosuch problems are
modeled using common homogeneous left-invariant hypoelliptic operators on common graded Lie groups.

Key words:Pscudo-parabolic equation, Sturm-Liouville operator, fractional Caputo derivative, inverse
problem, well-posedness.

1 Introduction

The study of inverse problems for pseudo-parabolic equations goes back to 1980s. The first result [3]
refers to the inverse problems of determining a source function f in the pseudo-parabolic equation

(u+Liw), + Lyu = f, ©))

with linear operators £, and £; of the second order, £L; = L,. Such equations arise in the models of the
heat transfer, filtration in the fissured media, quasi-stationary processes in the crystalline semiconductor.

In this paper we consider pseudo—parabolic equation generated by Sturm-Liouville operator with
Caputo time-fractional derivative. We study the following equation

DE[u(t,x) + Lu(t, x)] + Lu(t, x) = f(x), 2)

for (t,x) EQ={(t,x)|0 <t <T <w,a<x<b}, where Df is the Caputo derivative and L is the
Sturm—Liouville operator which are defined in the next section.

This paper is devoted to the inverse problems of determining a source function in the pseudo-
parabolic equation (2) by using the L-Fourier method.

In a series of articles [7, 8, 9, 10, 11, 13, 14, 15, 16, 17, 18, 19] some recent work has been done on
inverse problems and spectral problems for the diffusion and anomalous diffusion equations.
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2 Preliminaries
2.1 Sturm-Liouville problem

We first describe the setting of the Sturm-Liouville operator. Let £ be an ordinary second order
differential operator in L2(a, b) generated by the differential expression

L(u) = —uy(x),a<x<bh, 3)
and boundary conditions
Au'(b) + Byu(b) = 0,4,u'(a) + Byu(a) =0, @)
where A 4+ A5 > 0,B{ + B3 > 0, and A}, B;,j = 1,2, are some real numbers.

It is known [2] that the Sturm-Liouville problem for(3) with boundary conditions (4) is self-adjoint in
L?(a, b). It is known that the self-adjoint problem has real eigenvalues and their eigenfunctions form a
complete orthonormal basis in L?(a,b). So we can denote eigenvalues of the operator £ and their
eigenfunctions accordingly by A¢ and eg(x). That say us for ez (x) € L?(a, b) following identity is hold:

Les;(x) = )lfef(x),)lf € R. ®))

Where J is a countable set and V& € J.

2.2 Definitions of the Caputo fractional derivative

Definition 2.1 /6] The Riemann-Liouville fractional integral I% of order a > 0 for an integrable
function is defined by

1 t -1
1O = s f (t - ) f (s)ds, t € [c,d],

where I' denotes the Euler gamma function.

Definition 2.2 /6] The Riemann-Liouville fractional derivative D* of order a € (0,1) of a continuous
function is defined by

d
DEFI®) = L I°[f1(0), ¢ € [, d].

Definition 2.3 /6] The Caputo fractional derivative of order 0 < a < 1 of a differentiable function is
defined by

DIfI(t) = DU[f' (D). t € [c, d].
3 Formulation of the problem

Problem 3.1 We aim to find a couple of functions (u(t, x), f(x)) satisfying the equation (2), under
the conditions

u(0,x) = ¢(x),x € [a, b] (6)
u(T,x) =yY(x),x € [a, b]. @)

and the homogeneous boundary conditions(4).
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By using L—Fourier analysis we obtain existence and uniqueness results for this problem.
We say a solution of Problem 3.1 is a pair of functions (u(t, x), f(x)) such that they satisfy equation
(2) and conditions (6), (7) and (4) where u(t, x) € C1([0,T]; C?([a, b])) and f (x) € C([a, b]).

4 Main results
For Problem 3.1, the following theorem holds.
Theorem 4.1 Assume that o(x),P(x) € C?[a,b]. Then the solution

u(t,x) € C1([0,T],C%([a, b)), f(x) € C([a, b]) of the Problem 3.1 exists, is unique, and can be written
in the form

A
(Ilféz) - ¢§2)) <1 —Eq1 (— ?6/15 f“)) ez (x)
£ de(1-E (—A—fT“>
¢ “l\" 1+

() = —9"(x) +; -

where <p§2) = (¢",ee) 20, lpgz) = (Y", eg) 2o,y and Eq p(At) is Mittag-Leffler type function (see [5]):

u(x,t) =)+

s ® = ), Ty

Proof: First of all, we start by proving an existence result. Let us look for functions u(t, x) and f(x)
in the forms:

u(t, x) = Xeeg ug(Heg(x), (®)
and
fl) = deﬂ ffef(x)' ©

where ug(t) and f¢ are unknown. Substituting (8) and (9) into Problem 3.1 and using(5) we obtain the
following problem for the functions u(t) and for the constants f¢, & € J:

D (t) + %ug(t) = %5
u;(T) =g,

where @¢, ¢ are L-Fourier coefficients of ¢ (x) and 1 (x):
(pf = ((p’ ef)Lz(a,b)'

I'bf = ('ll), eE)LZ(a,b)'

General solution of this problem:
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f 2
ue(®) = 15+ Celiaa (~ 15t (1)

where the constants Cg, fz are unknown. By using initial and additional conditions we can find they. We
first find C:

f
ug(0) = i +Ce = 95,

ue (M) = 2t By [~ 1) =y
¢ /15 §rat 1+/1§ &

A
I
(pf_CE+CEE,1<_ T)—l/)f
@ 1+/1§
Then
Y — Pe

1—E,, (2 _7a)
al 1+/1§

Cf =
f¢ is represented as

fe = Aepe — 2:Cs.

Substituting f¢, ug (t) into formulas (8) and (9), we find

A
u(x,t) =)+ 2 Ce (Ea,l (— 1 _:/15 t“) - 1) eg(x).

&eJ

Using self-adjoint property of operator £
(_(p”' ef)Lz(a,b) = ((p’ _efn)Lz(a,b)
and in respect that(5) we obtain

(¢.e¢) —_(_(p”'ef)Lz(a.b)
Pree)zap) = PP

and for 1(x) we can write analogously. Substituting these equality into formula of Cz we can get that

2 2
o = o

As '
/15 1-— Ea,l (—mTa>

A
(w?)—<P§2))(1—Ea,1(—Hig“))ee(x)

Ag| 1-E - As T ’
$ @I\ 1+ag
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@_ o,y
() = L) + Bpey L0 )eE® (13)
T

The following Mittag-Leffler function’s estimate is known by [12]:
|Eap(2)| = 75 arg(2) = m,|z] - . (14)
Now, we show that u(t,x) € C*([0,T]; C?([a, b])), f(x) € C([a, b]), that is
Il u llegory;c2((a,p])) = tg%(z)i‘% I u(t) lezgapt trgEg‘)T(] I Dt ) Nz app< %
and

I f "C([a,b])< 0.

By using(14), we get the following estimates

@], |,@
g |*|Ye
[u(t, )| = o] + Xees ilu 2
Ae| 1-Egq (5T
5<1 g '1< e )) (15)
@], |,@
||
S @) + Xees %
@], |,@
g | Y
FOIl = leo"()| + Zee %
1_E“1<_1+/1§ a) (16)
S 10"001 + Zees | 0] + [w)].

Where, L < Q $L denotes L < CQ for some positive constant C independent of L and Q.
By supposition of the theorem we know ¢ and 1) are continuous on [a, b]. Then by the Bessel
inequality for the trigonometric series (see [1]) and by the Weierstrass M-test (see [4]), series (15) and

(16) converge absolutely and uniformly in the region Q. Now we show

2 ()
&0 S 0"+ ) [og”] + ||

Ag
= 1—Ea,1( 1+/1€T“>

19"+ ) [0+ [0 <,

ge

o] + ¢
&1 (1 +/1§)< al( %T“))
5 bl

1+/1§

[ DEu(t,x)| <

< oo,
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e (Jof”] + )

A
€7 (14 2¢) (1 —Eys (—ﬁr«x))

o+ 42
<3 ol o]+, e <

N

1D e (£, %)

Finally, we obtain

Il ulleior,c?apy< € < o, C = const,
and

I f e qann <

Existence of the solution is proved.

Now, we start proving uniqueness of the solution

Let us suppose that {uy(t,x), f1(x)} and {u,(t, x), f(x)}are solution of the Problem 3.1. Then
u(t,x) = uq.(t,x) —uy(t,x) and f(x) = f1(x) — fo(x) are solution of following problem:

D [u(t, x) — uxx (£, 2)] — urx (£, x) = f (%), (17)
u(0,x) =0, (18)
u(T,0) = 0. (19)

By using (12) and (13) for (17) - (19) we easily see u(x,t) = 0, f(x) = 0. Uniqgness of the solution
of the Problem 3.1.
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HTYPM-JITYUBHUJLJI OHEPATOPJIBI ICEBAO-ITAPABOJIAJIBIK TEHAEY YIIIH KEPI ECEII

AnHotanus.typm-JlnyBuimt onepaTopiisl ICEBIO-TIapad0IaIbIK TEHISYIIH OH JKaK OeiriH KaamblHa KeNTipy
Kepi ecebi Kapacthiiaael. COHFBI YaKbIT MOMEHTIHJIETI TEMIIepaTypa alblH aia OepiIreH >karaaima Kepi ecem op
yakpITTa AJlaMap MarblHACBIHIA KUCBHIHABI OOJYbI KepeK. MaTeMaTHUKaIbIK TYXXBIPhIMJApFa CYWEHCEK, IMCEBIO-
napaboIaablK TCHJASY YIIIH Kepi eCel KaTapblHa TCHJICY/I IIelry OaphIChIHIA TEK KCHICTIK alfHBIMAJbIIaH TOYesl
TEHJICYIH OH *aK (QyHKIUACHH Taby ecedi sxataabl. TeHICYAIH KIACCUKANBIK MISIIiMi Oap jKOHE JKaIFBI3 CKeHIIT1
nmonenneHeni, nanenney L-Dypbe Tammaysl apKbUIBI XYPri3iieni. ATanFaH HOTHXKEIEp YaKBIT OOWBIHINA OeJIeK
TYBIHABUTEL TICEBIO-TIApabOoNIabIK TEHAEY YINiH KepceTurmi. ANIsH ama OepiireH JOKAaNABIK MapT OOWBIHIIA
TICEBIO-TTapa0doNaNbIK TCHIACYHIH OH XaK (DYHKIHMACHIH aHBIKTay ecebi, op Typii KoigaHOAIbl FHEUIBIM JKOHE e
TEXHHWKA CallaChIHIA MaHBI3IBI KONIIaHbICH Oap. CoHBIMEH Karap, MyHAail mpobiemalnap >Kalmmbl OipTeKTi col-
MHBAapUAHTTHI TUTIOJUIAIITUKAIIBIK ONlepaTopiiap apKbuibl OipTekTi JIu TonTapsl O0OHBIHIIIA MOIETbICHET].

Tyiiin ce3aep: Ilcesnomapabonansik Teraey, LLtypm-JlnyBmt oneparopsr, Oenmek KamyTo TysIHABICH, Kepi
€Cell, eCeNTiH KUCHIH/BUIBIFBI.
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OBPATHAS 3AJAYA VIS ICEBAO-ITAPABOJIMYECKOI'O YPABHEHUSA
JJIS1 OIIEPATOPA HITYPMA-JINY BUJIA

AnHoTanust. PaccmarpuBaercst kiaacc oOpaTHBIX 3a7ad BOCCTAHOBJIEHHS IPAaBOM YacTH IICEBAONApabOIMyec-KOoro
ypaBHeHus Ui onepatopa Lltypma-JInyBusuis. OOparHas 3aaua J0JKHA ObITh KOPPEKTHOM B cMBbICiIe AJjaMapa BCSKHMA
pa3, Koraa aaeTcs yCIOBHE IepeonpeleieHuss KOHEYHOW TeMmeparypbl. MaTeMmaTHuecKne YTBEP)KACHHS BKIIOYAIOT
oOparHble 3aaydl JJIs ICEBIONapadOIMYECKOro ypaBHEHHUS, B KOTOpPOM, pellas ypaBHEHHE, Mbl JOJDKHBI HaWTH
HEW3BECTHYIO IPaBYI0 YacTb, 3aBHCAIIYI0O TOJBKO OT IPOCTPAHCTBEHHOW IepeMeHHOH. JloKa3aHO CyIIeCTBOBaHHE H
€MHCTBEHHOCTh KJIACCHMYECKUX pelIeHHnH 3amadu. JloKa3aTenbCTBO PE3yJbTaTOB CYLIECTBOBAHUS U €IMHCTBEHHOCTH
pemeHnii mpoBomuTcs ¢ momouipio L-amammza ®Dyppe. Ymoms-HyThle pe3ynbTaThl MPEACTABIEHBI TaKkKe s
MICEeBIONapadOIMYECcKOro ypaBHEHHs ¢ ApoOHbIM BpeMmeHeM. OOpartHas 3anava uneHTHuUKauy GyHKIMK IpaBol 4acTH
NICEBIONApa0OINUECKOTO0 ypPaBHEHHSI M3 YCIOBHUS JIOKAJIBHOTO MEPEeonpeneieHus, UMEIOTh BaKHBIE IPUIIOKEHUS B
Pa3NUYHBIX 00JacTAX NPUKIATHON HAyKH W TEXHUKH, a TaK )K€ 3TH MPOOJIEMbl MOJIEIUPYIOTCS Ha OJHOPOAHBIX IPYyIIIax
JIu ¢ mOMOIIBIO OAHOPOIHBIX JICBOMHBAPHUAHTHBIX THIIOUINITHYECKUX ONIEPaTOPOB.

KuaroueBbie cioBa: IlceBnonapabonuyeckoe ypaBHeHue, omnepatop lltypma-JlnyBwinis, npoOHast mpou3BoOAHAs
KamyTto, oOpatHas 3aga4a, KOpPEKTHOCTb.
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STATISTICS OF VARIATION RANGE
OF F2- LAYER MAXIMUM HEIGHT OF THE IONOSPHERE

Abstract. The statistics of the nights when the ionosphere was sounded at the Institute of the Ionosphere in
2009-2016, and the nights during which the large scale traveling ionospheric disturbances (LS TIDs) were observed,
were presented. Out of 1454 sessions of nighttime observations of the ionosphere, LS TIDs were observed in 185
sessions. The features of atmospheric and magnetospheric LS TIDs are found: a) high coherence of variations of
critical frequencies and virtual heights (4'(¢)), b) an increase in the amplitude of variations of /'(¢) with an increase in
the sounding frequency, c¢) phase delay of variations of 4'(f) at lower frequencies relative to variations at high
frequencies. A method has been developed for estimating the magnitude of the peak to peak variations in the height
of the F-layer maximum, in terms of the range of variations of the virtual reflection height of the sounding signal
h'(t) at the maximum frequency reflected from the ionosphere. Distributions of the magnitude of the maximum
height variations are obtained for magnetically quiet and magnetically active observation conditions of the LS TIDs.
It was found that the maximum probabilities of the magnitude of peak to peak lie in the range of 40-50 km for a
disturbed and 30-50 km for a quiet magnetic field.

Key words: ionosphere, vertical sounding, height of F layer maximum.

Introduction

It is known that large-scale traveling ionospheric disturbances (LS TIDs) are manifestations of
atmospheric gravity waves (AGWs) generated in polar regions during geomagnetic storms [1], when the
rapid amplification of polar electrojets leads to local atmosphere heating. The process of rapid expansion
and subsequent compression of the atmosphere creates atmospheric gravity waves that propagate to the
equator and generate the LS TIDs on its way. A number of observations have shown that the LS TIDs can
also persist during magnetically quiet periods [2, 3]. The propagation of AGW in the neutral atmosphere
and their ionospheric manifestations (LS TIDs) have been studied both experimentally and theoretically
for many years. The results of these studies are presented in a series of reviews [1, 4, 5].

AGW at middle latitudes have a wavelength greater than ~ 1000 km. For such a wave, the motion of
a neutral gas at the heights of the F-layer is a horizontal wind blowing south along the meridian when half
of the wave passes over the observation point and north when the next half-wave passes. Plasma in the F-
layer of the ionosphere is involved in the movement due to collisions of neutrals with ions. The plasma in
the F-layer is magnetized and, therefore, can only move along magnetic lines of force. This movement is
due to the component of the neutral wind, directed along the magnetic field. A neutral wind blowing
towards the equator and the pole pushes the plasma along the magnetic field lines up and down,
respectively, leading to periodic fluctuations in the height of the F-layer maximum. Information on
oscillations of the meridional wind caused by the passage of AGW was obtained by us in [6, 7], in which
a method was developed for processing data of the vertical sounding of the ionosphere and finding the
distribution of the magnitude of variations in the height of the F-layer maximum has been done. The
range of variations was estimated from the height profile of the electron concentration obtained as a result
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of laborious calculations. This paper proposes a simple method for estimating the range of variations from
the initial ionogram data and presents the results obtained for the period 2009-2016.

Description of the equipment and analysis of the results of observations.

Nighttime observations of the LS TIDs in the F-layer of the ionosphere were carried out at the
Institute of the Ionosphere (Alma-Ata 76 ° 55'E, 43 © 15'N) on a digital ionosonde PARUS associated
with a computer intended for collecting, storing and processing ionograms in digital form. The
information necessary for calculating the various parameters of the LS TIDs was read from the ionograms
by the semi-automatic method with the participation of an experienced operator. In [8], it was shown that
such a method has a greater, as compared with the automatic method, reading accuracy of ionospheric
parameters with ionograms and a large statistical yield of ionograms suitable for processing. The
ionosphere was sounded every 5 min. The ionograms allow reading the values of the virtual reflection
heights /'(¢) of the radio signal at a number of fixed operating frequencies and critical frequencies (f, xF).
1454 nighttime observations were carried out for the period 2009 - 2016, while 185 nights were
characterized by wave activity associated with the LS TIDs.

The nights characterized by wave activity were divided into two groups according to the minimum
value of the Dst index, which took place on a time interval beginning a few hours before the start of the
observation session and ending at the end of the session. They represented observations with moderate
and high geomagnetic activity (Dst < - 40 nT) and low magnetic activity (Dst> - 40 nT). A typical
example of the behavior of the F-layer parameters for such nights is shown in Fig. 1.
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Figure 1 - Example of stochastic (LT =20.00-01.30) and quasi-periodic (LT = 01.30-08.00) variations of critical frequencies
(left panel) and effective heights of reflection from the ionosphere on a series of sounding frequencies (right panel).

Figure 1 shows the variations of critical frequencies (left panel) and operating altitudes (right panel)
at night of April 7-8, 2016. Visual analysis allows us to conclude that in the first half of the night the
critical frequencies decreased because the Sun, which represents the main source of ionizing radiation, did
not illuminate the thermosphere on ionospheric altitudes. At the same time, the virtual reflection heights
of the radio signal increased. Around 01.30, quasi-periodic variations of f; " and /'(f) began at a number
of sounding frequencies with an average period of ~ 1.5 h. Such characteristics of parameter variations as
their high coherence and phase delays 4'(f) at lower frequencies with respect to variations on at high
frequencies, allow to conclude that the variations represent LS TIDs caused by the propogation of AGW.

Critical frequencies and virtual heights are directly read from ionograms by the operator, but they do
not allow to obtain data on variations in the height of the layer maximum. To consider the possible
connection, we compared the parameters of variations obtained from the altitude ionization profiles (Fig.
2, left panel) with the parameters of variations 4'(¢) (Fig. 2, right panel). The left panel shows variations in
the height of the F-layer maximum (%,,F), the base of the layer (4;,.F), the half-thickness of the layer (44),
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and the critical frequency fpF. We are only interested in /,,F. It follows from the figure that on this night
three waves with maxima were clearly traced, both for variations 4,,F and for variations /'(¢), occurring at
the times of 21:00, 23:30 and 01:30.
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Figure 2 - Variations of the parameters of the ionosphere, calculated from the height profiles
of the electron concentration (left panel) and variations of the virtual heights on a series of sounding frequencies
(right panel) during the passage of atmospheric gravity waves

Let's turn to the right panel of the figure. It is seen that the variations of /4'(¢) at the upper frequencies
have discontinuities of various lengths. These discontinuities are due to the temporary behavior of the
critical frequency (left panel). When the critical frequency becomes less than one or another frequency
indicated on the right panel, the reflection at this frequency does not occur, and there are gaps in the
behavior of 4'(). It follows from the figure that with an increase in the working frequency, the range of
variations increases. Tab. 1 shows the magnitude of variations for the height of the layer maximum
(4h,F) and the virtual heights (44'(¢)) for the three recorded waves. In this case, 4% refers to variations at
a frequency of 3.5 MHz, 4h4', refers to variations at a frequency of 4.5 MHz, 4h'; refers to variations at a
frequency of 5.5 MHz. The last frequency listed in the table for each wave corresponds to the maximum
frequency that is still reflected from the ionosphere.

The next frequency is already experiencing breaks. For example, for waves 1, 2, the last frequency is
5.5 MHz, and for wave 3, this frequency is 4.5 MHz. Comparing the values given in the table, we come to
the conclusion that the range of variations at the last frequency is about 2 times greater than the range of
variations in the height of the layer maximum. This pattern was also observed for the other reviewed
sessions of observations of the LS TIDs. Therefore, when processing a large statistical material, we used
this ratio.

Table 1
LT Ah,, (km) Ah | (km) Ah, (km) Ahg (km)
21:00 70 75 95 130
23:30 82 100 110 165
01:30 60 70 115

Using this ratio, 4hmF were calculated for all sessions with LS TIDs. In fig. Figure 3 shows the
histograms of the distribution of the range of variations of the LS TIDs with low (left panel) and high
(right panel) magnetic activity. The maximum probabilities 4hmF lie in the range of 40-50 km for a
disturbed and 30-50 km for a quiet magnetic field.

— 131 ——



News of the National Academy of sciences of the Republic of Kazakhstan

40 - At > 40T 10+ Dst <—40nT
@ wn
¢ ]
c c st
T @
s} o
£ £
= | =]
= =
o ' i 0 .
20 40 an 140 20 40 60 80 100
Al AhmF, km

Figure 3 - Histograms of the distribution of the amplitude of variations
of the LS TIDs with low (left panel) and high (right panel) magnetic activity

We analyzed all observation sessions, when quasi-periodic variations of ionospheric parameters were
recorded. It was found that LS TIDs generated at low magnetic activity have the same properties as LS
TIDs of magnetospheric origin, namely: a) high coherence of variations of critical frequencies and virtual
heights (4'(¢)) at heights covering the lower part of the F-layer, b) an increase in the amplitude of the
variations 4'(¢) with an increase in the sounding frequency; c) a phase delay of the variations /'(¢) at lower
frequencies relative to variations at high frequencies. Thus, we came to the conclusion that the internal
structure of the LS TIDs is the same for different sources of disturbances.

Conclusion

Thus, statistics was calculated for the nights when the ionosphere was frequently sounded at the
Institute of the lonosphere in 2009-2016, and for the nights during which traveling ionospheric
disturbances were observed. Out of 1,454 sessions of nighttime observations of the ionosphere, 185
sessions with the LS TIDs were observed. The signs of atmospheric and magnetospheric origins of the LS
TIDs are found: a) high coherence of variations of critical frequencies and virtual heights (%)), b) an
increase in the amplitude of variations /4'(f) with an increase in the sounding frequency, c) a phase delay of
variations /4'(#) at lower frequencies relative to variations at high frequencies. A method has been
developed for estimating the magnitude of the amplitude of variations in the height of the F-layer
maximum, in terms of the amplitude of variations of the virtual reflection height of the sounding signal
h'(¢) at certain sounding frequencies. Distributions of the magnitude of the amplitude height variations are
obtained for magnetically quiet and magnetically active observation conditions of the LS TIDs.

The work was carried out in accordance with RBP-008 "Development of space technologies for
monitoring and forecasting natural resources, technogenic environmental changes, creation of space
technology and ground-based space infrastructure, research of long-distance and near-space objects"”
under the theme "Creation of a system of diagnostics and forecast of space weather for analysis and
forecasting of conditions of functioning of space vehicles, navigation and communication systems (2018-
2020), registration number (RN) 0118PK00800.
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'EXIIIC «Mouocdepa uacTuTyTh «¥YF3TO» AK, Anmatsr, Kazakcran
2EyHH 3axpa TeXHUKAIBIK YHUBEepcHUTeTi, Vpan
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HOHOC®EPAJIATBI F2- KABATBIHBIH BAPUALIUA AYKBIMbIHbIH
MAKCHUMAJIAbI BUIKTII'TH AUKBIHIAY CTATUCTHUKACBHI

Annoranusi. Monocdepa macTHTYTHIHIA 2009-2016 >XBUTHApBHI SKYPri3iireH MOHOC(EpaHBIH KU TYHAEPIH
Oapnan Oaiikay KOpPCEeTIIreH >KoHe A€ KeH KeJeMJl >KbUDKbIMaibl noHochepanblk Oy3surynap (KXKWB) Gaiikanran
TYHIEPIIH CTaTHCTHUKACHl YCHIHBUIFaH. VoHocdepaHblH TYHTI OakputayinapelHBIH 1454 ceancerHan 185 (KXKUB)
ceaHchl Oadikanmpl. KeH Kememai IKBUDKBIMANBI HOHOC(hEpanblK Oy3bUIYIapAbIH —aTMOC(EpallblK — KOHE
MarHuTocepanblK IIBIFy Oenriyiepi aHBIKTAIABL: a) CBIHU JKUUTIKTep MeH OuikTikrepmiH (4'(?)) KOJIIaHBICTAaFBI
BapHAaLMSIIAPBIHBIH JKOFaphl KeiciMaimiri, 6) BapHalus aMIUTUTYAAaCBIHBIH apTysl A'(¢) Gapiam Oaiikay >KUUIITiHIH
VIFAIOBIMEH, B) JKOFApBI KHUUTIKTEpAET BapHalusiapFa KaThICThI TOMEHT1 KUUTIKTEpIETri BapuaIusUIapbIHbIH /'(2)
(dazanbik  kemriryi. Monocdepagan KepiHETiH MaKCHMaNbl JKUUTIKTErl CHIHANBIHBIH /'(2) THIMAI KepceTity
OMIKTIriHACT] Bapualys ayKbIMbl 00iibIHIIA, F-KaOaThIHBIH MaKCUMAII/Ibl OUIKTITIHICT] BapHUaIisl [IaMachiH Oaraay
ywiH axic a3ipyenni. Ken xejeMai >KbUDKbIMaIbl HOHOC(HEPATBIK OY3bUTYJIapIblH MarHUTTIK THIHBIIITHIKTHI JKOHE
MarHUTTIK OeJCeHIi OaKpuIay >KarmalblHAa, ayKbIMbI OOWBIHINIA MaKCHMAJIbl OWIKTIK BapHalus IIamajlapbIHbIH
Tapanybl ATBIHIBL MaKkCUMAaIIbl BIKTUMAJIBIFEI OY3bUTFaH ayKeiM Imamackl 40-50 KM KOHE THIHBIII MAarHHUT epici
yurie 30-50 kM O0JIaTHIHABIFBI AHBIKTAJIJIBL.

Tyiiin ce3nep: nonocdepa, Tik 6apman Oaiikay, F2- kabaThIHBIH MaKCHMaNIb OMIKTIT1

A.D. ﬂxoneu', A. )Kaxamnnpz, I'.A. I‘opzmemco',
B.T. )KyMaﬁaeB', 10.I'. .]II/ITBI/IHOBI, H. AﬁzlanMaHOB3

'ITOO «MucturyT norochepsi» AO «HIIKAT», Anmarsr, Kasaxcran
2ByI/lH 3axpa Texuuueckuit Yausepcurer, Upan,
KbI3bLIOPAMHCKHIT FOCY 1apCTBEHHBIN yHIBepcuTeT HM. KOpKbIT ata, Kbispuiopia

CTATHUCTHUKA PASMAXA BAPUAIIAA BEICOTBI MAKCUMYMA F2- CJ1051 HOHOC®EPBI

Annoranus. [TpencraBiena cTaTuCTHKA HOYEH, KOT/Ia IPOBOJIIIOCH yUallleHHOE 30HINpOBaHNE HOHOC(HEPHI B
Wucturyre monochepsr B 2009-2016 rompl, 1 HOYEW, B TEUEHHE KOTOPBIX HAOIIOAANNCH KPYMHOMACIITAOHBIC
nepemernatoiuecs nonochepusie Bo3myinenus (KMIIVB). 13 1454 ceancoB HOYHBIX HaOMIOJEHUIT HOHOC(EPHI B
185 ceancax wHabOmomaamcs KMIIMB. Haiimensr npusnaku KMIIMB armocdepHoro u MarautochepHOro
MPOUCXOXKACHHUA: a) BBICOKAs KOT€PEHTHOCTh BapHallMii KPUTHYCCKMX YaCTOT U JeHCTBYyIommx BbicoT (/'(2)), 0)
YBEJIMYCHUE aMIUIUTYIbl Bapuanuid /'(f) ¢ yBEIHUCHHEM 30HIUPYIOIICH YacTOThl, B) (ha30BOC 3ara3bIBaHUEC
Bapuanuii 4'(t) Ha MEHBIIMX YaCTOTAX OTHOCHTEJIBHO BapHallMii Ha OONBIINX YacToTax. PaspaboTaH crocol OmeHKu
BEJIMYMHBI pa3Maxa BapHaluil BBICOTHI MaKcHMyma F-cios, Mo pa3maxy Bapualnuid JeHCTBYIOMICH BBICOTHI
OTpakeHUs 30HAMPYIOUICTO CHTHANA /'(1) Ha MaKCHMAIBHOW YacTOTE, OTpaXKaromeics oT HoHOc(ephl. [lomydeHs
pacrpeneneHusl pa3Maxa BapHalldil BRICOTBI MAKCUMyMa ISl MarHHTOCIIOKOWHBIX M MAarHUTOAKTUBHBIX YCIIOBHMA
Habmonennss KMITMB. Haiineno, 4To MakcHUMalbHBIC BEPOSTHOCTH BEIMYMHBI pa3Maxa Jexar B auana3zone 40-50
KM U151 Bo3MyIIeHHOTo U 30-50 KM [T CTIOKOITHOTO MarHUTHOTO TIOJI.

KiroueBble cjioBa: noHoc(epa, BEpTHKAIFHOE 30HIUPOBAHNE, BRICOTAa MakcuMyMa F2-cos
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DEVELOPMENT AND RESEARCH OF A MATHEMATICAL MODEL
OF A SOLAR PHOTO CONVERTER WITH AN INVERTER FOR
CONVERTING DIRECT CURRENT TO ALTERNATING VOLTAGE

Abstract. This article presents a mathematical model of photovoltaic systems. For the analysis of energy
processes in autonomous power transmission systems, it is now advisable to use computer simulation methods. The
use of a simulation model makes it possible to provide an energy balance in an autonomous power transmission
system with specific energy characteristics of ground and buffer sources of energy and a time scale from the power
consumption of the load. This allows you to influence the energy characteristics of transmission systems to ensure
the energy balance in the system in terms of temporary changes in the energy characteristics of energy sources, as
well as the impact on the energy characteristics of the systems of transmission parameters such as solar energy.
lighting, temperature, time of year, etc. This model is described by the current-voltage characteristic (CVC) at a
given temperature, and the lighting conditions are the basis for calculating the parameters of the photoelectric energy
in a wok. A new inverter was also designed and researched to convert direct current into alternating voltage, which
allowed saving from 18.5% to 35.19% of expensive solar photo converters.

Keywords: solar cell; the current-voltage characteristics; mathematical model; MatLab.

1.Introduction

Solar cells in the production of electricity from renewable energy sources, is now developing rapidly
and soon will be increased overall use [1]. For example, small solar cells used in watches, calculators,
small toys, radios and portable TVs. While large objects are combined into modules and are used to
supply the power system [2,3].

A solar cell is an electrical device that converts light energy into electricity using the photoelectric
effect. The main material used for the production of solar cells is silicon.

I. The design and manufacture of silicon solar battery Large blocks of molten silicon carefully
cooled and solidified is made from cast ingots of polycrystalline silicon square. Polycrystalline silicon is
less costly than single crystal and are less effective [4,3,5]. Solar battery consists of the following
elements [6,7,8].

e Silicon wafer (mono- or polycrystalline) with a p-n junctions on the surface.

e Front and back contact; front contact must have the correct shape to make the most of the incident
radiation.

e Antireflection layer - cover the front surface. There are three major types of solar cells.

e Single crystal formed on a silicon crystal with a homogeneous structure. The basis for the
formation of cells that are suitable silicon-sized blocks.

e They are cut into plates whose thickness is about 0.3 mm. Photovoltaic cells achieve the highest
levels of performance and life [4,6].

e Polycrystalline are comprised of many small grains of silicon. These solar cells are less efficient
than single crystal. The production process is simpler and have lower rates [4,6].
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e Amorphous (thin film) - produced by incorporating multiple layers of silicon on the surface of
another material, such as glass. In these solar batteries, we can not distinguish individual cells.
Amorphous solar cells are generally used in small devices such as calculators and watches[4,6,9,10].As
the metal contacts are made, the solar cells are interconnected by flat wires or metal ribbons, and
assembled into modules or solar panels [7,11,12]. If the lower flow resistance of the current, the output
current is a multiple of the current cell panel and associated with parallel connections of elements and
modules. Similarly, the output voltage of the module depends on the amount series-connected cells and
modules [3,13]. Photovoltaic solar cell generates electricity only when it is illuminated, electricity is not
stored [13].

The current-voltage characteristics of the cell are shown the output current PV generator, depending
on the voltage at the set temperature and lighting [2.14]. Short circuit current (ISC) - the output current of
the photoelectric. Generative at a given temperature and irradiance, PMPP - point MPP (Maximum Power
Point) is [2,6,15]. The output voltage is heavily dependent on the temperature of solar cells: increase
results in a lower operating temperature and efficiency of [2,9].

The inverter is an inevitable component of the photovoltaic module.

There are many inverters available on the market. The cost of these inverters is a bit high due to the
microcontroller-based SPWM generator [17,18,19]. In the article [20], researchers devoted to the design
and construction of an inverter with a power of 100 W, 220 V and 50 Hz. The system is designed without
a microcontroller and it has a cost-effective design architecture. The elementary purpose of this device is
the conversion of 12 V DC to 220 V AC.

Solar Photovoltaic Modules (SPM) are popular in agriculture. For a lot of small farms, the main
source of electrical energy is electric generators driven by Internal Combustion Engines (ICE), since
installation of electrical networks is economically unprofitable. In these conditions, SPM are
economically and environmentally promising, since it does not require the consumption of fuels and
lubricants does not harm the environment. Determination of the main SPM operating parameters in 2
modes is considered in this research. In the cases when the panels oriented towards the sun (tracking
mode) and in a stationary state with orientation to the south (without tracking mode). The dependences of
current, voltage and power on time and density of solar radiation were measured. Accordingly, the voltage
and current of Transportable Photovoltaic Unit (TPU), the charging current and the voltage of the
batteries, the voltage at the output of the inverter, the temperature and humidity of the outside air and the
electrical energy consumption by the electric receivers were recorded. The study of the TPU operation
showed that the mode of orientation to the sun increases the daytime power generation by 25, ..., 33% in
comparison with the fixed installation of Solar Panels (SP). The analysis showed the discrepancy between
SP passport data and the experimental results. The decrease in electricity generation was 14% compared
to the expected estimates [21]. The advent of unique technologies of the developing Solar Energy (SE),
actual energy, faces economic and environmental problems. The main obstacle to the widespread use of
SE is the low value of the average annual efficiency of known solar installations. In a sharply continental
climate, they are exploited only in the warm season, about 6-7 months. Known combined systems, where
additional conventional water heaters duplicate the operation of solar units, require additional costs for
energy carriers. These disadvantages are not offered by the integrated system of SE use. In the article, the
system was studied using the example of a cattle-breeding farm. The new system performs these
functions; it recycles heat, organizes their movement and accumulation, and smooths out the uneven SE.
The main components of the system are: Solar Power Plant (SPP), milk cooler, climate unit, Heat Pump
(HP), the battery heat, automatic control system, and device heating and hot water. The main goal, i.e.
lower cost of the energy produced and the elimination of the uneven SE, compared to the known SPP, is
achieved through the flow of energy from the sources mentioned above [22].

2.Model Solar Battery

Photovoltaic generators for direct conversion of solar radiation into electrical energy, collected from a
large number of series-connected photovoltaic solar cells (solar cells), are called solar cells (SC). Modern
Security generate significant light on electrical power and are used both for power spacecraft (SC), and
for many terrestrial autonomous devices for different purposes. Solar panels are made up of tens or
hundreds of thousands of individual solar cells connected in parallel, in series in order to provide the
required voltage and current ratings.
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Figure 1 - Equivalent circuit of a solar cell

Figure 1 shows an equivalent circuit of the solar cell of substitution (SE). It is described by the
following expression [16]:

U
Iny =1o(W) = Iy - [equk%_ 1] o Uyy =

kT loW)-Iny
| (1

Where Iy - current through an external load, I, - reverse saturation current, q - electron charge, T -
the absolute temperature, ° K, k - is Boltzmann's constant, Uyy- voltage at the output element,
I - current of minority carriers generated by the light (photocurrent).

Influence of irradiance on the FE value Uyy value expressed by the formula [13].

Io(W) =W-1I, (2)
where W - Illumination SE.

Figure 2 - The full-scale model of the solar panels
3

Fig. 3. The solar power systems:
1-inverter; 2- battery;3-controller
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3. Inverter to convert DC to AC voltage

The objective of this study is to reduce the load on the power supply with maximum efficiency and
increase the term of stability, simplify the design of the device, reduce the cost and expand the scope of
their use in industry.

This task is achieved by the fact that when turning on the PWM controller that regulates the width of
the pulses 1 to the logic elements 3, 4, the maximum sequence of gates of field-effect transistors is
achieved.

As shown in Figure 1, the device has a PWM controller that regulates pulse width 1, voltage regulator
2, with field-effect transistors connected 3.4, to convert from DC to AC, capacitors 5, to filter the input
voltage, diode bridge 6, transformer consisting of primary and secondary windings 7, switch 8, housing 9,
you can use any material, plastic, iron, aluminum.

Figure 4 - Inverter to convert DC voltage to AC

Assembly and manufacture of the device is as follows. A PWM controller regulating pulse width 1 is
connected via voltage regulator 2, and capacitors 5, for filtering and limiting the input voltage, followed
by connecting field-effect transistors 3, 4, screwed to passive cooling, to prevent heating, and with parallel
connection of the secondary winding transformer 7, the primary winding is connected directly to the diode
bridge 6, with the connection to the input voltage circuit of the switch 8, with the subsequent location in
the housing 9.
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Figure 5 Schematic diagram of the inverter
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The operation of the proposed device is as follows. When the input voltage is connected, with the
switch 8 connected to the input voltage circuit, the current is fed to the PWM controller that controls the
pulse width 1, through the capacitors 5, to filter the current, and the voltage regulator 2, then connect the
field-effect transistors 3, 4 screwed to the passive cooling, to prevent heating, and with the parallel
connection of the secondary winding of the transformer 7, the primary winding is connected directly to
the diode bridge 6, with the connection to the input voltage circuit of the switch 8, followed by p As
position in the housing 9.

According to the developed method of rational use of solar photo converters, calculations were
carried out for a three-phase conversion system for various inversion schemes. According to calculations,
it was found that with a three-phase conversion system, it is possible to save from 18.5% to 35.19% of
expensive solar photo converters.

LTt} I 1 ] 1 1 1

i ; ; : i
0.005 0.01 0.0186 Doz 0025 D.03 Q035 Tt

1- Output step voltage curve; 2- perfect sine curve

Figure 6 - The output voltage of a three-phase five-step model

In accordance with the graphical analysis, it can be asserted that with a three-phase load, as the steps
grow, a voltage curve can be obtained that is close to a sinusoid.

4. Result

During the research, the following are recorded: the voltage and current of the FCM, the charging
current and the voltage on the batteries, the voltage at the output of the inverter, the temperature of the
outside air (from +5 to +35 0C) and the humidity of the outside air, and the electric power consumption of
the electric receivers of the connected load.

In the experimental studies we used: a solar radiation meter SM-206, an ammeter and a DC
voltmeter, a UT206 multimeter, a Saiman electric energy meter, a CENTER-350 infrared thermometer,
and an MES-202 meteorometer. The measurement of solar radiation was carried out with a portable SM-
206 instrument with an accuracy of + 5% (measuring range 0.1 ... 399.9 W / m2, temperature - with an
infrared thermometer CENTER-350 with an accuracy of + 2% (measuring range -20 + 5000C) And the air
humidity were measured with a psychrometer MV-4M with an error of + 4% and a meteorometer MES-
202, the limit of the permissible value of the absolute error of the pressure measurement is not more than
+ 0,3 kPa in the temperature range from 0 to 60 0 C. Overall dimensions were measured with a tape
measure of metal PM with an error = 0.5 mm (measuring range 0 to 10m, the division price is Imm) and a
metal ruler (length 1m) with an error of + Imm.

The diagram of the connection of devices and equipment during laboratory-field testing is shown in
Figure 1.
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1-PV panel; 2- controller; 3- rechargeable battery; 4- inverter; 5- diodes; 6 - direct current ammeter;
7 - DC voltmeter; 8 - the counter of electric energy; 9 - solar radiation meter; 10 - a weather meter

Figure 7 - Scheme for mounting equipment and connecting devices

We are implementing the mathematical model of SE. As an example, we choose an SE with the
following characteristics:
Uy, = 0,45B,
Iy, = 4,54,
Iy = 2,045-107%4

The circuit that realizes the volt ampere characteristic of the solar cell described by the expression (1)
is shown in Fig. 2. It allows one to estimate the influence on the operation of such parameters as the
illumination level of the solar cell (nominal value W = 1360 kW / m » 2), the ambient temperature
(Nominal value K =298 K), as well as the angle of incidence of the light flux (nominal value 0 =90 ° ==
/ 2 rad).

LA
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a - current-voltage characteristic, b — volt watt characteristic
Fig. 8. Characteristics of the SE, described by the equation (2)

We test the solar battery consisting of 3 elements connected in series. In this case, the voltage at the
output of the U NA SB is determined by the formulaUy, = Uygs = Uyy * N, where N is the number of
solar cells connected in serieslyy = Iygq = Iyy-
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a - current-voltage characteristic, b — volt watt characteristic
Figure 9 - Characteristics of the circuit shown in Figure 4

As can be seen from Fig. 9, the idling voltage of the SB is 3 times greater The open circuit voltage of
the solar cell (see Figure 3) => the model is compiled correctly.

V. CONCLUSION

Comparison with experimental data, processed by MATLAB, and with the characteristics of the PV
panels, provided by manufacturers, has shown that the model implemented in MATLAB/Simulink can be
an accurate tool for the prediction of energy production. A PV system model, using the same equations
and parameters as in MATLAB/Simulink to define the PV module and characteristics, has also been
developed and implemented in domestic consumers in agriculture to study load flow, steady-state voltage
stability and dynamic behavior of a distributed power system. A comparison between both simulation
models, implemented in MATLAB/Simulink and domestic consumers in agriculture , has shown a good
similarity. That means that this work can be used for further development of tools for DER components in
a distributed network. The developed mathematical model of the solar battery makes it possible to
evaluate the influence on the characteristics of the SB both internal factors (U,,, I;,), and external (W, T,
o). The model is designed for design of SES. The results of testing the model confirm its operability.

M. Kanumongaes, M. AxmerxkanoB, M. Kynenoaes

TYPAKTBI TOK AMHBIMAJIbI KEPHEYTE TYPJIEHAIPY YIUIH TYPJIEHIIPTIIITIKIEH KYH
OOTOIJEMEHTTEPIHIH MATEMATUKAJIBIK MOJEJIIH 93IPJIEY KOHE 3EPTTEY

AnHoTanusi. Byn Makanama (OTOBOJIBTAMKAIBIK JKYHEIEPIiH MaTeMaTHKaIBIK Mozeiai Oepiared. Jlepodec
SHEPreTUKAIIBIK JKYHelepAeri SHepreTHKalbIK MPOLECTEepAl Talfay YIIIH KOMIIBIOTEPIIK MOAENBIEY 9IICTEepiH
KOJIIaHy YCBHIHBUIAJbl. Mojenbiey MOJENIH MaianaHy aBTOHOMIbI DJIEKTP OJHEpPIrHsChIH Oepy JKyleciHzae
SHEPreTUKANIBIK Tere-TeHAIK KaMTaMachl3 eTyre MYMKIHIIK Oepezl jxoHe sHeprusHblH Oydepiik ke3nepi MeH
JKYKTIH SHEPrUsSHBI TYTBIHYBIHBIH YaKbITIIA INKAmackl. Byid KyaT Ke3[epiHiH JHEpPreTHKAaJlblK CHIATTaMajapbl
OolibIHIIa yakpITIIA e3repicrepre OalIaHBICTHI JKyHederi SHeprusi TEHrepiMiH KaMTaMachl3 €Ty YIIiH
TPAHCMHCCHSUIBIK KYHENepAiH SHEPreTHKANIBIK CUMaTTaMalapblHa, COHIal-aK, TpaHcopMmaTop mapaMerpiepi
JKYHeNepiHiH Heprust CuIaTTaMalapblHa acepl CHAKTBI, KYHHIH JHEpPIus. >KapbIKTaHABIPY, TeMIepaTypa, KbUI
YaKBITHI JKoHE T.0. Byt Mozens Oepinren Temreparypana aFrbIMIarsl KepHey cunarramackiMe (CVC) cumarranaisl,
a SKapbIKTAaHIBIPY JKargaimapbl (OTOIIEKTPIIK DHEPTUSHBIH MapaMeTpiepiH ecenTey Ke3iHae Heri3 Ooiajbl.
CoHpaii-aK jkaHa TOK TYPJICHIIPTIIITI aliHbIMAaJbl KEpHEyre ailHanJbIpy YIIiH O3IpJeHTeH JKOHE 3epTTelil, Oy
18,5% -nan 35,19% kpiMOaT KyH (DOTOIIEMEHTTEPIH YHEMIEYre MYMKIHAIK Oepi.

Tyiiin ce3mep: KyH Gatapesichl; TOK KEpPHEYIHIH CHIIaTTaMalIapbl; MaTeMaTHKAIIbIK MO/Jielb; MatLab.
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M. KaaumoanaeB, M. Axmer:kanoB, M. Kynenoaes
WuctutyT nHpOpMannoHHbIX U BEMUCINTENbHBIX TexHonoruii KH MOH PK

PA3PABOTKA U UCCJEJJOBAHUE MATEMATHYECKOMW MOJIEJIU COJTHEYHOT' O
®OTOHNPEOBPA3OBATEJISI C UHBEPTOPOM JJISI IPEOBPA3OBAHMS
INOCTOAHHOI'O TOKA B IEPEMEHHOE HAIIPSI')KEHUE

AnHoTtanusi. B naHHOH crartbe mpeacTaBiieHa MaTeMaTH4ecKass MoAenb (OTOdIeKTpHuecKux cucreMm. s
aHaJIM3a DJHEPreTHYECKHX IIPOLECCOB B aBTOHOMHBIX CHCTEMax »JJIEKTpoIleperadyn ceiddac 11eraecoo0pasHo
WCTIONIb30BaTh METO/BI KOMITBIOTEPHOTO MOAEIHpOBaHWs. VICronp30BaHHE HMUTAMOHHON MOJENH IO3BOJISET
o0ecrieunTh IHEPreTHIECKU OaJaHc B aBTOHOMHOW CHCTEME Tepejadll SHEPTUH ¢ KOHKPETHBIMH SHEPTETHIECKUMHU
XapaKTePUCTHKAMHU Ha3eMHBIX U Oy(epHBIX HCTOYHUKOB SHEPTUH U ILIKAJIOH BPEMEHH OT MOTPEOIIIEeMON MOLTHOCTH
Harpy3ku. DTO IO3BOJAET BIUATH HA DHEPIETHYECKHE XAPaKTePUCTUKH CHCTEM Iepenadu, 4ToObl 00ecreduTh
SHEPreTUYeCKHi OaJaHC B CHUCTEME C TOYKHM 3PEHUS BPEMEHHBIX H3MEHEHMH 3HEPreTHYECKHX XapaKTEPUCTUK
WCTOYHHMKOB DHEPTHH, @ TAK)KE BIMSHHUS HA SHEPreTHUECKHUE XapaKTePUCTUKH CUCTEM IIapaMeTpOB Iepeiauu, TAKUX
KaK COJIHEYHBIH DHEPIHs. OCBEILEHUE, TEMIIEPATypa, BpeMs rofia u T. J. DTa MOAENb ONUCHIBAETCS BOJIBT-aMIIEPHON
xapakrepuctukord (CVC) mpu JaHHOW Temmeparype, M YCJIOBHUS OCBELICHHs SBISIFOTCS OCHOBOHM Ui pacuera
napameTpoB (OTOIEKTPHUUECKOH 3Heprun B Boke. HoBbI MHBepTOp OBUI Takke pa3paboTaH M HMCCIENOBAH JUIs
npeoOpa3oBaHMs MOCTOSHHOTO TOKa B IIEPEMEHHOE HANPSDKEHHE, YTO MO3BOJIMIIO COKOHOMUTH OT 18,5% mo 35,19%
JIOPOTUX COJIHEYHBIX (hoTONpeoOpasoBareiei.

KiroueBble €j10Ba: COJNHEYHBIN AJIEMEHT; BOJBT-AMIEPHbIC XapaKTCPUCTHKH; MaTeMaTH4ecKas MOJEIb;
MatLab
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INVESTIGATION OF CORRELATIONS OF GENERATED NUCLEAR
ACTIVE PARTICLES IN pp- EVENTS ENRICHED BY ANNIHILATION

AT MOMENTA 22.4 GeV/c AND 32 GeV/c

Abstract. Extraction of Pp - events, enriched by annihilation, allowed to carry out the analysis of
multiparticle correlations for the generated particles. The correlation function R, (G) is characterizing the ratio of
experimental differential distribution of quasi-rapidity  intervals to differential background distribution

F (G
Re(G)= )
¢ (G)
boundary particles in the interval with k - 1 charged particles.

—1, where G =1, —n, - quasi-rapidities intervals, 77, and 77,,, - quasi-rapidity values for

The analysis of R, dependence on G was carried out on events enriched by annihilation and non —
annihilation pp - interactions at momenta 22,4 GeV /c and 32 GeV / ¢, and also inelastic pp - collisions at
momentum 69 GeV/c.

In interactions with “annihilation” more weak correlation of charged particles is observed, than in non-
annihilation pp - interactions. In proton — proton and non - annihilation antiproton — proton collisions similarity of

correlation functions is observed.
Key words: annihilation, proton, antiproton, interaction, reaction, interval, correlation.

I. Introduction

The multiple production of hadrons in the interactions of elementary particles, in accordance with
modern views, are results from hadronization of quarks and gluons [1-4], which are the parts of the
interacting particles.

Investigation of secondary charged particles correlation in the multiple production processes at high
energies gives the possibility to understand the internal dynamics of the studied processes. Just for this
reason it is interesting to study particle correlations and to search non-statistical fluctuation effects in the
processes of multiple hadron production.

It is known that antiproton — proton interactions include inelastic collisions with nucleons in final
state (i.e. the baryon number conserves), and also annihilation events where the baryon number does not
conserve. Information on events of antiproton — proton annihilation can be received by an exception of the
inelastic non annihilation pp - interactions from all data set.

Usually information about pp - annihilation at sufficiently high energy (£, >10 GeV) has been

obtained by indirect methods [5-8]. In this regard the technique was developed [9] for division of
“annihilation” proton - antiproton pair and non - annihilation processes in pp - interactions.

Distinguishing by inverted commas of pp - annihilation word everywhere in article authors mean the
set of pp - events enriched by annihilation.
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Experimental material on pp - interactions has been obtained using 2 metre hydrogen bubble
chamber (HBC) «Ludmila» [10] (22.4 GeV/c) and HBC «Mirabelle» [11] (32 GeV/c), and on pp -

inelastic event - HBC «Mirabelle» [12] (69 GeV/c). The bubble chambers were exposed at Serpukhov
accelerator.

2. The procedure of extraction of pp - “annihilation” events at 32 GeV / c.

Extraction of antiproton — proton “annihilation” events was carried out in two stages.

At the first stage events with identified proton or an antiproton were excluded. The interactions,
remained after procedure of exclusion of events with protons and antiprotons, can be divided into three
groups:

(I) - the group of annihilation reactions, in which neutrons (antineutrons) are absent in the final state
Dp = k(77 )x", where k is the integer; x°- neutral system;

(1) - the group of non-annihilation reactions, containing neutrons (n) and antineutrons (7) in the
final state pp — k(77 )nix" ;

(IIT) - the group with non-identified protons and antiprotons among charged particles.

At the second stage in mentioned three groups the values of missing masses were calculated on the
charged particles

M, =[(Ey =2 E)" = (R -2 P)]"” (1)

Corresponding distributions are shown in Fig. 1.
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a) 2-prongs; b) 4-prongs; c) 6-prongs; d) 8-prongs; e) 10-prongs; f) summary distribution.

Figure 1 - Distributions on M. Unshaded histograms — distributions on M . The shaded histograms — distributions on the

miss.

effective mass M ( pﬁ) , which have to be similar to missing mass of neutron — antineutron pair
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During separation on M it was considered, that presence of a neutron and an antineutron among

secondary particles should sharply increase the value of missing mass. For each multiplicity selection of
antiproton-proton interactions, classified as annihilation events, began with events having smaller missing
masses and stopped, when the total number of selected events corresponded to evaluate antiproton-proton

“annihilation” cross-section [11,13]. Chosen boundary values of M . are shown by arrow in Fig. 1.

The final distribution of all antiproton-proton interactions on different channels at 32 GeV/c is given
in Table 1.

Table 1 - Distribution of number of events on channels of reaction and boundary values of M miss. (0 GEV/C).
Multiplicities
Reaction 2 4 6 8 10 >12 All
mult..

1 - -~ . 1 — 0 8553 | 15080 | 6781 | 3291 | 927 | 150 | 34782
M pp —> ppk(z" 7 )x

2) ﬁp N piZ'ik(IZjﬂ'f);lixo 9087 11369 7303 2001 386 63 30209
3) pp > ﬁﬁ+k(7z+7r_)nx0

4 ijp N k(7Z+7Z'7)nl7x0 8891 18054 | 19504 | 8555 1809 0 56813

®) op = k(z" 77 )x°

9335 11914 | 7354 1973 281 53 30910

6616 9140 14134 | 10266 | 5251 | 1969 | 47376

Total 42482 | 65557 | 55076 | 26086 | 8654 | 2235 | 200090
M 6,5 4,4 3,4 3,0 3,0 3,0 -

miss. (boundary values)

To confirm the correctness of the described approach for separation of “annihilation” interactions with
small missing masses, the effective mass distributions M ( pp) (shaded histograms in Fig.1) in events with
protons and antiprotons (reaction 1) were compared with missing mass distributions (unshaded
histograms in Fig.1), assuming that possible contribution of neutron-antineutron pairs is imitated by
distribution of effective masses for proton-antiproton pairs.

It can be seen from Fig. 1 that in six-, eight-, and ten-prong events the admixture of non-annihilation
processes into reactions corresponding to “annihilation”, is practically absent. This admixture equals to
about 40% for 2-prong events, < 3% for 4 - prong events and ~ 12% for the total distribution.

3. Comparison of correlations in antiproton-proton “annihilation” events with corresponding data
for inelastic pp - and non-annihilation pp - interactions.

Separation of the events corresponding to antiproton-proton annihilation gives the possibility to carry
out the analysis of multiparticle correlations for generated particles and to compare them with
corresponding data for inelastic pp and non-annihilation pp interactions.

The correlation function [14, 15]

F.(G)
FL(G)

where G =1,,, —1, - the interval of quasirapidities; 77, and 77,,, - quasirapidities of boundary particles

R (G) = L, @

of the interval with (k - 1) charged particles inside it; F,(G) - measured differential distribution;

F, k¢ (G) - expected differential distribution in the absence of correlations (background distribution).

The statistical error in finding of R, (G) is calculated according to formulae

F(G),, , I (O)

R, (G) = (R, (G)+1),/(— G) F9G)

). 3)
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In Fig. 2 the results of R, dependence on G for inclusive analysis of non-annihilation pp -

interactions at momenta of primary antiprotons 22.4 GeV/c (Fig.2a), 32 GeV/c (Fig.2b) and for inelastic
pp —interactions at momentum 69 GeV/c (Fig.2c) for k = (2 + 5) are presented.

It is visible, that in the region of small rapidity intervals (0 + G, ) and in the region of large rapidity
intervals (G > G, ) positive correlation Rg (G) > 0 is observed, and in the region of (G, > G > G,) the
value of Rk (G) becomes negative for all considered values k=(2+5). Here G, - the left point of function

Rk (G) crossing with axis G; G, — the right point of function Rg (G) crossing with axis G.
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Figure 2.Rg dependence on G in non-annihilation channels
{ Pp at22.4 GeV/c—a); pp at 32 GeV/c —b)} and in pp at 69 GeV/c —c).

In Table 2 the values of G, and G, and also the maximal value of R (G) inside region 0<G<G; are

given. The quantities G; and G, displace towards the larger values with increasing of primary particle
energy (at the fixed value k). At the same time the mean quantity (AG) =(G, —G,) atk = (2 + 5)
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remains approximately the same in non-annihilation pp - interactions at 22.4 GeV/c, 32 GeV/c and in

inelastic pp - collisions at 69 GeV/c and equals correspondingly to (AG)= 1.8; (AG) =2.0; (AG)
=2.2.

Table 2 - Values Gy, G, u Ry, for non-annihilation interactions
(in brackets corresponding values for “annihilation” are resulted)

pp 32 GeV/e pp 69 GeV/c

K G 1 G2 Rmax G 1 GZ Rmax G 1 GZ Rmax

2 0.4 22 0.06+0.02 0.6 2.6 0.07+0.01 0.8 3.0 0.13+0.03
(0.2) (1.2) (0.01£0.02} 0.2) (1.4) (0.02+0.02)

3 0.6 32 0.12+0.07 0.8 3.4 0.20+0.03 1.0 3.2 0.32+0.08
(0.6) (1.6) (0.00+0.02) (0.4) (1.8) (0.10+0.03)

4 1.0 2.6 0.21+0.08 1.0 2.8 0.34+0.09 1.2 3.4 0.65+0.30
(0.6) (2.0) (0.02+0.04) 0.4) (2.0) (0.35+0.10)

5 1.4 3.0 0.3140.19 1.2 32 0.29+0.08 1.2 3.6 0.630.30
(0.8) (2.0) (0.00+0.01) (0.6) (24) (0.40+0.25)

In Fig.3 the results obtained for dependence Rk on G at the analysis of reactions of antiproton-proton
“annihilation” for k=(2+5) at momenta 22.4 GeV/c (Fig 3a) and 32 GeV/c (Fig.3b) are presented.

R (G a) B)
G.6 0.8
o4 | L=2 04 F L=
oz + oz B 4 +
T | e
ok et _|.+++ | o E e + 1
P ; == T 1
-0z | 1| -0z |
ga By 0 I T T
o z + & o z #+ &
[+ X 0.8
oa E k=3 oa b k=3
w2 +- ++++ 11 Lz ;, ++_'_+_|_++
P L i o [ o -
B T T E = |
-z = oz |
L E [ B _ E | \ |
81 5 2 4 e "o 2 4 &
0.6 0.6 [ T
a4 i k=4 ““ 0.4 E k=4
2 F 0.2 i—: —+
o2 ] L et
o Bkt , o E et
= e e e T F I
—0.2 i -0.2 |
L I T B _ E ey
84 g 2 4 =] B g 2 4 &
G.6 0.6
.4 E k=5 ~‘~ o4 E L=5
oz B 4+ 0.2 e
SN S o e e
O e + S
—oz B -0.2
L Eovov vy _ Eovov v ey
0.4 L L g 04 [ + + e
G

Figure 3 - Rg dependence on G:
a) ﬁp -“annihilation” at 22.4 GeV/c; b) ]N?p - “annihilation” at 32 GeV/c.

From comparison of Figures 2 and 3, and also the data in Table 2 can be seen that in non-annihilation
pp - interactions the correlation is more noticeable, in comparison with “annihilation” events, the

correlation of particles from non — annihilation events and qualitatively coinciding with correlation of
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particles in inelastic pp - interactions at 69 GeV/c.

The effect observed could probably be explained by the assumption that the mechanism of meson
production goes mainly via intermediate creation of nucleon isobars, which contributes both to non-
annihilation channel of pp - collisions and to the inelastic pp - interactions.

In antiproton-proton “annihilation” events at 32 GeV/c the positive values of Rg(G) in the region of
small G at k=(3+5) are observed (Fig.3b), whereas at antiproton — proton interactions at momentum 22.4
GeV/c (Fig.3a) such correlation is absent.

In Fig.4 the dependence of Rx on G is presented for each multiplicity at antiproton-proton
“annihilation” at momentum 32 GeV/c with the purpose to find out the connection of observed
correlations with multiplicity. In the region of small values G (G <G;) correlation of particles is not
observed for multiplicities 4 and 6 (the figures are not shown), but it is appreciable (Rx(G)> 0) for 8-
prongs events at k =3 (Fig.4a) and is absent for the same 8-prongs interactions at k=4 and k=5. For events

with multiplicities 10 (Fig.4b) and 2 12 (Fig.4c) the positive values of Rg(G) are observed at k=3,4,5.
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Figure 4 - R dependence on G for }N?p -annihilation at 32 GeV/c:
a) 8-prongs; b) 10-prongs; c) 2 12-prongs

Thus, observed correlations of particles in inclusive channel of antiproton-proton “annihilation” are
seen in interactions with multiplicities 8 and more. From here it is possible to make the conclusion that at
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momentum 32 GeV/c there is a new reaction channel with creation of meson resonances decaying onto 4
and more charged particles.

Summing up the results, we note the following.

In processes of anti-proton — proton “annihilation” at momentum 32 GeV /c the new reaction channel
appears with formation of the meson resonances, decaying up to four and more charged particles.

In interactions of antiproton — proton “annihilation” the observed correlation of charged particles is
more weak, than in non-annihilation interactions.

In proton — proton and non-annihilation antiproton — proton collisions similarity of correlation
functions is observed.

The authors are sincerely grateful to participants of international collaborations «Ludmila» and
«Mirabelle» for fruitful joint work in obtaining primary experimental data.

Bb.0. Kayreixos, M. U36acapos, H.C. Ilokposcknuii, B.B. Camoiisios, , P.A. Typcynos

CorbaeB YHuuBepcureti, Ou3nka-TeXHUKAIBIK HHCTUTYThI, Anmatsl, Kasakcran

22,4 I'3B/c ’KOHE 32 I'B/c UMITYJIbCTA AHHUTWISIIUSIMEH BAUBITBLIIFAH pp-
OCEPJIECYJEI'T AAPO-BEJICEH/AI BOJIIEKTEPAIH KOPPEJIALUACHIH 3EPTTEY

AHHoOTANMs. AHHUTHIALMAMEH OaWBITBUIFAH PP - ocepiecyll aHbIKTay OHAIpPUIreH OeIiexTep YILiH

KOnOeNeKTi Koppe/nsuus TaljayblH OKyprisyre Mymkismik Gepai. Koppemwsmsueik R, (G)  dyskumsicst
KBa3KbUIIaM HHTEPBAJIBIH TOKIPUOCTIK TapanyblHbIH Au((epeHIInAIIBIK R (G)= L(G)_l asIBIK Tapallyra
FY(G)

KAThIHACKIH cUMaTTaiinpl, mynparel G = M;+x — ¥, KBa3IKBULTAMIBIK MHTEPBANBL, l #; M #;+; MOHmepi k — 1
OeJIIeKTep MHTEPBAIBIHAAFHI IIEKTIK OOIICKTEP YIIiH KBa3MKBUIIAM/IBIK MOHI.

R x OyHKIMACHIHBIH G TOyeni Taniaybl aHHUIHIIALUAMEH OalbITEIIFaH OpTa/la KOHEe aHHUTMIIALUANIaHOaraH
PP -ocepnecyne 22,4 ThB/c xome 32 I'B/c mmmynbera, compaif-ak, 69 I'aB/c mMmymecta ceprimcis pp -
acepIecy e Xypri3inmi.

AHHUTHIANUSUTAHOAFaH pp-dcepiiecyieri Koppenamisara KapaFaHua «aHHUTWILIMSIIBED) dcepiecyne Oiprrama
anci3  koppemsiius  Gakanasl. [IpOTOH-POTOHABIK — JKOHE AHHUTWIALMIIAHOAFaH  AHTUIPOTOH-TIPOTOHIIBIK

COKTBIFBICYJIap/ia KOPPEALIILIK (GYHKIMIIAPIbIH YKCACTHIFE! OaliKaI bl
Tyiiin ce3aep: aHHUTWIALUS, IPOTOH, aHTUIIPOTOH, ACEPJIECY, PEAKIIHS, HHTEPBall, KOPPEIALUS.

Bb.0.Kayreixkos, M.U306acapos, H.C.Ilokposcknii, B.B.Camoiisios, , P.A.Typcynos

CorbaeB YHauBepcureTi, OHU3NKO-TEXHHUUYCSCKHI HHCTUTYT, AnMarthl, Kazaxcran

UCCJIEJOBAHUE KOPPEJISILIUIA SIIEPHO-AKTUBHbBIX YACTHIL B 5p -B3BAUMOJIENCTBUSIX,
OBOTALEHHBIX AHHUTWISINUEN ITPU UMITYJIbCE 22,4 T3B/c u 32 TB/e

AHHOTaIIHH. BLIJIGJ'IGHI/IG pp -B3aHMO)IeﬁCTBHﬁ, O6OFaHIeHHI>IX aHHHFHJ’IHHHeﬁ, IMMO3BOJIMJIO TTPOBECTU aHAJIN3

MHOTOYAaCTHYHBIX KOPpeNsuuii 1iisi TeHepupoBatHbix dactuil. Koppemsuuonnas ¢pyuxuus R, (G) xapaxrepusyer

OTHOHUICHUEC JSKCICPUMCEHTAJIBHOIO paclpeacICHUsA KBaSI/I6I)ICTpOTHI)IX HUHTEPBAJIOB K )II/I(l)(l)epeHHI/IaHBHOMy

(hOoHOBOMY pacHpeAeNeHUI0 R (G)= L@_l ,tne G =19, —1, KBa3UOBICTPOTHBI MHTEPBANL, & 7; U 1k
F¢(G)

3HA4YCHUA KBa3I/I6BICTpOT JUIA TPAHUYHBIX YaCTHUIl B UHTEPBAJIC C k-1 ‘laCTI/II_[efl.

Amnanmuz (byHKHI/II/I RK B 3aBuUcHMOCTH OT G MpOBOAWJICA Ha O601"aHIeHHBIX AHHUTWIANHEH U He

AHHUTWIALMOHHBIX PP - B3aMMOACHCTBHAX IpH umityibee 22,4 I3B/c u 32 I'3B/c, a Takxke Ha Heynpyrux pp -
B3aMMOJICHCTBHAX MPpH uMmyibce 69 ['B/c.

Bo B3amMmopmeiicTBuAX ¢ ‘“aHHUTWIANNEH” HaOmomaercs Oonee crmabdas KOppesmus 1O CPaBHEHUIO C
Koppelsiiuell B HEaHHWTWILHMOHHBIX PpP-B3aUMOJCHCTBUAX. B IPOTOH-IPOTOHHBIX W HEAHHHTWIIALIMOHHBIX
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AHTHIIPOTOH-TIPOTOHHBIX CTOJIKHOBEHHSX HAOIOIAETCS CXOJCTBO KOPPEISIIIMOHHBIX (DYHKITHI.

KiroueBble ci10Ba: aHHUTWIIALNSA, TPOTOH, AaHTUIPOTOH, B3aUMOJIEUCTBUE, PEAKLIMSI, UHTEPBAJ, KOPPEJALUS.
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